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Alternative Closures for an Open Economy Model in a Stock and

Flow Consistent Framework:

The Case of Central America 1

Ovielt Baltodano

Abstract

The main aim of this paper is to test in Central American countries if output adjustments are supply

or demand-driven and to provide theoretical insights on the relationship between low productivity and

persistent external deficits. At this purpose, a fully-demand-led Stock and Flow Consistent model of an

open economy is combined with a supply-driven and/or a demand-driven closure. In a second stage, the

empirical evidence using Time Varying Parameter technique and Granger Causality test suggests a supply

driven closure for long-run movements and a joint closure demand-supply in the short-run in the period

1992-2014.

Keywords : external-demand, growth, Granger causality, Central America, Bayesian estimation, time-

varying parameters

JEL Classification : E12, E16, F43, O47.

This paper is a summarized version of the Master Thesis “Alternative Closures for an Open Economy Model in a Stock

and Flow Consistent Framework: The Case of Central America” written in order to complete the joint program of Quantitative

Economics coordinated by Paris-Sorbonne University in the academic year 2016/2017.
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1 Introduction

In the current integrated and interdependent international context, the relationship between external sector

and economic performance remains a controversial topic (Krugman & Obstfeld, 2009). Whether in terms

of capital flows and its instability effect on exchange rates and financial markets, or in terms of the persistent

deficits in developing and even developed countries (e.g. US) and its effect on inequality and employment,

mainstream theory predictions of market forces adjustment seem to hold, at best, weakly.

In particularly, countries from Central America have experienced persistent external deficits and low

productivity during periods of high and low growth. These fluctuations have resulted in an important

policy discussion on the role of the external sector for achieving an appropriate economic performance.

While high deficits could be associated with low external demand, deficiencies in terms of capital formation

and productivity could be considered as supply limitations to achieve sustainable and higher economic

outcomes.

In this sense, few models after the traditional Mundell-Fleming (Fleming, 1962; Mundell, 1963) and

its extensions integrate external and internal sectors of the economy to infer policy implications. In fact,

the micro-foundation of modern macroeconomics, normally represented in the use of an aggregate produc-

tion function, restricts the role of external sector on growth and, more importantly, assumes an implicit

supply-driven adjustment after shocks originated on the demand side or even coming from supply itself (e.g.

productivity shocks). Given the criticism to this approach and its strong assumptions, specially after the last

economic crisis in 2007, models have tried to incorporate market rigidities based on the argument of limited

rationality of agents and availability of information, among others.

Nevertheless, these mainstreams models with market rigidities or information issues cannot account for

the policy issue of supply and demand constrains in Central America and other developing countries. The

current work is developed under an alternative theoretical framework commonly known as heterodox the-

ory, which considers that market rigidities are not the main cause of the limited applicability of mainstream

theory on the persistent disequilibrium situations, but on the role of prices as the adjustment mechanism of

markets and the less importance given to the demand side of the economy.

The present work integrates a basic Stock and Flow model with an open economy with two closures.

The first closure is a demand-driven adjustment, where productivity reacts positively to market size and
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demand shocks; and the second approach is a supply-driven one, where the propensity to import reflects

structural problems that makes expansionary demand unsustainable with respect to the balance of payment.

In this sense, prices do not lead to equilibrium and neither rigidities nor market imperfections play the main

role leading to persistent disequilibriums. Moreover, the two closures provide a solid base to discuss the

relative importance of productivity and balance of payment issues. Is low productivity (competitiveness in

international trade terminology) causing trade deficits or it is trade deficits that is affecting the productivity

of the economies?

Once the Stock and Flow model is combined with the different closures endogenizing productivity

and/or propensity to import, a reduced form equation is derived in order to empirically test which closure

is more likely to fit Central American data: supply-driven, demand-driven or a joint closure. In order to

give more flexibility to the econometric model the two-step Engle-Granger cointegration is complemented

with a Time Varying Parameter Model estimated through Bayesian Methods and Kalman Filter. Using the

estimates of the Time Varying Parameters model, Granger Causality Test gives some evidence in favor of a

supply-driven closure in the long-run and a joint closure for short-run periods. These results reinforce the

relevance of the theoretical model derived and suggest that the economic policy in Central America cannot

concentrate in just one of the issues, specially measures that promotes higher productivity.

Given that the theoretical framework used here is less known in the literature, Section 2 explains the

main characteristics of heterodox and Section 3 describes a basic Stock and Flow Consistent model with

open economy of Lavoie et al. (2007) complemented in Section 4, where the two closure are introduced:

supply-driven and demand-driven, in the spirit of Palley (2002) and Setterfield (2012), respectively. In a

second stage, in Section 5 the case of Central America is presented in detail. The last section summarizes

the conclusions relating the empirical evidence with the theoretical model.

2 Heterodox Theory

The heterodox economic school constitutes an alternative theoretical framework not only in ideas, but also

in terms of methodological issues to the mainstream tradition of optimization behavior and its use of prices

as a key variable for market clearing conditions. Although heterogeneous in its composition, this alternative

school could be characterized by three main features: the relevance of income distribution, the importance

of demand over supply, and the study of interest rates as a monetary phenomenon (Vernengo, 1999).
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First, in terms of distribution, while the Neoclassical school assumes a strong correspondence between

productivity and distribution, for heterodox thinking, distribution deals more with bargaining power of

firms and workers and institutions, which at the same time affect prices, growth and cycles. 1

The second characteristic is centered on the role of demand. In this sense, Keynes has caused some

confusion on the distinction between orthodox and heterodox theory given its close connection with his

professor Marshall and his influence on the work of Hicks, Samuelson, Modigliani and Solow—referred as

main representatives of Keynesian Synthesis (Lavoie, 2009). Based on Keynes, for heterodox theory demand

is relevant even in the long-run.

A third theoretical divergence is an illustration of the function of prices and market clearing conditions.

In the determination of interest rate, contrary to heterodox school, orthodox theory believes in the existence

of a capital market that sets a natural rate of interest beyond the monetary phenomena. However, the latter

are crucial in the heterodox models, which includes concepts such as liquidity preferences, fundamental

uncertainty and animal spirit together with mark-up processes, separating the determination of interest rate

from the capital market.

Finally, price flexibility is normally supposed to be a positive scenario given that reduces the number of

frictions in a given market. However, price movements caused by distributional conflict can have negative

impact on the economy. Keynes (1936) pointed out the inefficacy of reducing money wages to restore full-

employments taking into consideration a potential contraction in aggregate demand and firms’ sales. All

the previous results, concepts, and methodological disparities explained lead to the three main features of

heterodox theory mentioned in the beginning: the importance of distribution, the relevance of demand and

the study of interest rate as a monetary phenomenon (not as a clearing price).

3 A Stock and Flow Consistent Model

3.1 General Characteristics

Inspired by the heterodox theory, it is relevant to review the methodology used to integrate the ideas of a

particular school into mathematical consistent systems—in this case Stock and Flow Consistent (SFC) frame-

1To simplify the exposition, orthodox mainstream and Neoclassical school is used interchangeable, even if they have differ-

ences in certain topics.
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work.2 The SFC model emphasizes the accounting coherence of transactions and accumulation processes

(Caverzasi & Godin, 2013). Its initial motivation was to have a comprehensive system to study the flow

of money and its movements, extending the traditional social accounting approach (Copeland, 1949). The

concern on money transformation, movements and uses was complemented with Tobin’s (1982) attention

on stock evolution and the interdependencies between financial and real sectors. Godley achieved the inte-

gration of stock and flow issues and wrote a modern methodology used mostly by heterodox theory (see for

example Godley & Cripps, 1983).

The SFC model is composed by two elements: an accounting framework and a set behavioral equations

(Caverzasi & Godin, 2013). The accounting scheme is expressed in two balance sheet matrices at least, which

fulfill the double-entry principle. A first matrix includes stocks per agent such as bills, capital, loans and net

worth (Balance Sheet). A second matrix comprises all transactions among agents incorporating the usual

exchange of good and services (i.e. consumption, investment), but also “spending” on asset holding (e.g.

change in money, bills, etc.). This accounting framework interconnects all matrices and avoids “black holes”

(Godley, 1996). From here, a set of identities is combined with behavioral equations that represent agents’

decisions in a context of bounded rationality and expressed as aggregated variables. After substituting, the

model gets to a system of difference equations which lead to stationary states and stability analysis.3 More-

over, SFC is very flexible and it admits different closures. In fact its precursor, Tobin developed behavioral

equations more in line with Neoclassical synthesis (Caverzasi & Godin, 2013). Nevertheless, it is important

to mention that Godley and Lavoie (2007) modern SFC models provide an explicit mechanism towards the

correspondent steady state due to its fully consistent accounting, and are normally demand-led; at the same

time, the latter feature is a limitation because they do not include any supply restrictions integrated.

3.2 A Stock and Flow Consistent Model with Open Economy

3.2.1 Formal Model

In this section, a basic SFC model with open economy developed by Godley and Lavoie (2007) is described

before introducing a closure that allows for the interaction between supply and demand. Although it is

2Other prevailing frameworks are: Dynamic Stochastic General Equilibrium models (DSGE) and Agent-Based (AB) models.
3Although mathematically this is similar to DSGE solutions and more to the AB model, SFC models do not have a system

of prices that assure convergence and market clearing conditions (except for some part of the financial sector).

4



an open economy model, its main objective is centered on growth and external balance. Exchange rate

considerations and prices in general are assumed to be fixed—resulting in no inflation.4

Table 1: Balance Sheet of Stocks

North South ∑
Households Gvt. Central Bank Households Gvt. Central Bank

Cash Money +HN
h −HN

h +HS
h −HS

h 0

Bills +BN
h −BN +BN

cb +BS
h −BS +BS

cb 0

Gold +orN ·
+orS · pS

g

∑
OR

Reserve pN
g · xr

Wealth −V N
h -V N

g 0 −V S
h −V S

g 0 −(
∑

OR)

∑
0 0 0 0 0 0 0

Note: From Godley et al. (2007).

It is assumed that the world economy is composed of two countries: North and South, which are trading

goods, but not capital. Each country has its own government, central bank, and currency. From here, as it

was explained in the previous section, the starting point of SFC is the accounting consistency. In Table 1,

the Balance Sheet of Stocks shows the main accumulation variables: bills (Bi
j), money (H i

j) and physical gold

(ori), for i = N,S and j = h, cb (households and Central Bank). The bills are issued by each government and

bought by their households and central banks, respectively. It is not possible for households or central banks

to buy foreign bonds. Then, government’s wealth (V i
g ) is equivalent to its public debt, while in the case of

households (V i
h ) is the sum of its money stock and bonds. Central banks’ net wealth is zero because they

are transferring all the profits coming from bonds interest to their respective government, so its liabilities,

money, is equal to its assets, bills and gold.
4As a consequence, arguments based on the law of one price and uncovered interest parity from the orthodox theory, as well

as arguments related with distributional issues and its effect on effective demand of heterodox school are both set aside to focus

on external demand. Moreover, investment is not included in order to simplify and avoid the inclusion of a banking sector, the

interaction of inside and outside money, retained profits and inventories.
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Given that gold (ori) does not have a national counterpart, both countries should take part of the sum:∑
OR = pNg ·xr+orS ·pSg (the only non-zero row), where physical quantity of gold is ori and pig price of gold

for each country, and xr the exchange rate, defined as units of south’s currency per unit of north’s currency.

In Table 1, the sums by row of the other stocks, bills and money, are zero within each country, since both

assets are only held by nationals. As a consequence, gold is the only stock that uses the exchange rate (xr)

to sum up rows. 5 Regarding columns, there is no exception, they must sum up to zero. For instance, in

households’ column, once total wealth (Vh) is subtracted from the sum of money and bills, there should not

be any positive or negative residual, because this would mean an omission of third asset in the accounting

system. Conversely, as previously mentioned central banks do not have any wealth, this is transferred

indirectly to government or to households through bills and money. Then the sum of government and

households’ wealth is equal to reserves:
∑
i(V i

h + V i
g ) = ∑

OR, i = N,S, and all the columns sum up to

zero (Godley & Lavoie, 2007).

Changes in stocks per agent and a detail of their transactions comes from Table 2 Transactions-Flow

Matrix. Elements with a minus sign represents a spending and those with a positive sign denote income.

In this sense, households’ spendings are: consumption (−Ci), which it is translated into a income for the

production sector (+Ci); taxes, which are paid to government (−T i); and the rest is used to buy bonds

(−∆Bi
h) or to keep high powered money (−∆H i

h). Households’ incomes (+Y i) come from the production

sector in terms of wages and profits, and from the government that pays interest on their bonds(+r−1 ·Bi
h−1).

On the other hand, producers do not only supply goods for consumption, but also for government spending

(+Gi) and exports (+X i). In this sense, imports (IM i) are assumed to be used solely in the production

process (e.g. machinery and intermediate good) and exports together with imports are the only transactions

among the two countries, besides gold.

5In SFC models, rows of stock and flow matrices should sum up zero, except for tangible goods that are not financial assets

(e.g. capital, inventories), meaning goods with no counterpart in terms of liability (Godley & Lavoie, 2007). Such is the case of

gold (ori) which is used as reserves for international transactions.
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Governments get resources from taxes (+T i) and selling bonds (+∆Bi
−1) and pay for goods (−Gi) and

interests on public debt to households and central banks (−r−1 · Bi
−1, where B−1 stands for total bonds in

period t− 1). Interests of bills held by Central Banks (+r−1 · Bi
cb−1) are given back to government through

the transfer of profits (−r−1 · Bi
cb−1, from central perspective). Moreover, each central bank provides the

change in money holding desired by households (+∆H i
h) and acquires bills from government as a residual

buyer (−∆Bi
cb). At the same time, the reserves of gold are used by the two monetary institutions in case of

external unbalance. The spendings and incomes of each agent (columns) and the transactions among agents

(row) should sum up to zero with no exception.

After having these two matrices: stocks and transactions (flows), there is no “black hole” in stocks’ evo-

lution thanks to the double entry principle. All relationships and trade between agents and its feedbacks

to stock are explicit. Based on this consistency a set of identities are derived and combined with behavioral

equations in order to construct the system. From the production sector in column 2 of the transaction ma-

trix, the macroeconomic identity equivalent to National Income and Products Accounts (NIPA) is derived:

Y i = Ci +Gi +X i − IM i, (1)

where i = N,S. Each of this demand components should respond to a behavioral rule. In the case of

imports, they are assumed to depend on their level of economic activity, given that they are used to produce:

IM i = µi · Y i, (2)

where µi is the propensity to import of each country. This parameter will be really important for the steady

state and for the closures in Section 4. The exports are inferred from row 3 and 4 of the transaction matrix:

XN = IMS/xr (3)

XS = IMN · xr, (4)

The propensity to export of country i is the the propensity to import of country−i and vice versa. Another

component of demand is consumption. It is assumed that households behave in a myopic way and base their

decision on their disposable income Y Di and in a lesser extent on previous wealth (V i
h−1), analogous to

Modigliani consumption function (Modigliani, 1986):

Ci = αi1 · Y Di + αi2 · V i
h−1, 0 < αi2 < αi1 < 1 (5)

8



Y Di = Y i + ri−1 ·Bi
h−1 · −T i, (6)

where the same propensity to consume αi1 is applied to wages, profits (summed up in Y i) and interest gains

to set aside the relation effective demand-distribution of income. Similarly, tax rates are applied equally to

all sources of income:

T i = θi(Y i + ri−1 ·Bi
h−1), 0 < θi < 1 (7)

On the other hand, financial asset decisions are integrated in a two stage process following Keynes (1936)

approach. First, the level of consumption and savings is determined (5), and then the proportion of wealth

(including new savings) held in each asset is assessed (Godley & Lavoie, 2007):

V i
h = V i

h−1 + (Y Di − Ci) (8)

Bi
h/V

i
h = λi0 + λi1 · ri − λi2 · (Y Di/V i

h) (9)

H i
h/V

i
h = (1− λi0)− λi1 · ri + λi2 · (Y Di/V i

h) (10)

In particular, (8) updates wealth from previous period by adding savings and (9) and (10) define the propor-

tion of wealth held in bills and in money. Brainard and Tobin (1968), share the same two-stage structure

decision making and they added some formal restrictions to (9) and (10): a)intercepts of both equations

should sum up to one and b) the effect of interest (ri) and the ratio disposable income-wealth (Y Di/V )

should be symmetric among equations. These conditions allow to maintain proportions between zero and

one, and any increase (decrease) is compensated by a decrease (increase) induced by symmetry. In fact, (10)

could be substituted by: H i
h = V i

h−Bi
h, leaving money as a residual asset, coherent with the special functions

of money and fundamental uncertainty (see for example Dequech, 2000).

With respect to supply, governments issue bonds to cover their deficits. These deficits incorporate inter-

est payments and profits transferred from the Central Bank. The difference between the supply of bonds of

the government and the demand of bonds of households is bought buy the Central Bank (residual buyer):

∆Bi
s = (Gi + ri−1 ·Bi

s−1)− (T i + ri−1 ·Bi
cb−1) (11)

Bi
cb = Bi

s −Bi
h, (12)

where Bi
s is the amount of bills supplied by the government. At the same time, given that financial and

money market is demand-led (13)—endogenous money —, the Central Bank must provide a supply of

9



money according to (9). From Central Bank balance, the difference between changes in money supply

(∆H i
s), responding to households demand, and changes in bills (∆Bi

cb), responding to government supply, is

counterbalanced by changes in reserves:

H i
s = H i

h (13)

∆(ori · pig) = ∆H i
s −∆Bi

cb (14)

In order to complete the system, some additional equations are needed. The price of gold is assumed to be

in the north’s currency and fixed (15). Consequently, the price of gold on the South should be converted

using the exchange rate xr. Moreover, government spending, exchange rate and interest rate are assumed to

be given and fixed:6

pNg = p̄Ng (15)

pSg = pNg · xr (16)

xr = x̄r (17)

ri = r̄i (18)

Gi = Ḡi (19)

∆orS = −∆orN (20)

The last equation (20) reflects the last row of Table 2, changes in reserves from one country are absorbed

by the second country. This equation over-determines the system, then it is called redundant equation, since

it is already implicit in all the other equations (1-19), so it can be omitted. This is similar to the “Walrasian

principle” and it is a consequence of the accounting consistency combined with equality of behavioral supply

and demand equations.

3.2.2 Steady States and Simulations

Given the evolution of stocks: household wealth, gold and government public debt, a first steady state called

“quasi-steady state equilibrium” is proposed by Godley et. al (2007). The quasi-steady state is achieved when
6However, it is important to clarify that fixed exchange regime and interest rate is not the source of money endogeneity in

the model. In the orthodox theory, Central Bank keeps the interest rate fixed, thus money endogeneity is supply-caused and

induced by monetary policy decision. In this model, endogeneity is demand-caused based on households portfolio decisions

(Lavoie, 2014).
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households reach a constant wealth, ∆Vh = 0. Substituting in (8), the basic macroeconomic identity (1) and

the definition of disposable income in (6):

V i
h = V i

h−1 + (Y Di
h − Ci

h)

∆V i
h = Ci +Gi +X i − IM i + ri−1 ·Bi

h−1 − T i − Ci

∆V i
h = (Gi + ri−1 ·Bi

h−1 − T i) + (X i − IM i),

(21)

which shows that in order for wealth to be constant, there should be an equality between external and fiscal

position IM i−X i = Gi+ ri−1 ·Bi
h−1−T i. Taking into account that taxes and imports depend on economic

activity, the quasi-steady state is given by:

Y i∗ = Gi
NT +X i

θi + µi
, (22)

where Gi
NT = Gi + (1 − θi) · r−1 · Bi

h−1, is the net government spending. Basically, it subtracts taxes paid

for interests gains on government debt, from total spending Gi + r−1 · Bi
h−1. However, this quasi-steady

state leaves public and external deficit (surplus) constant over time, causing a continuous deterioration (ame-

lioration) of public debt and reserves. This is due to the absence of the automatic mechanism of orthodox

theory which uses prices and market clearing condition to achieve a consistent steady state. For example,

the adjustment through interest rates, which is also a price, in a traditional Mundell-Fleming model.

In this context of persistent deficits (surpluses), Godley and Lavoie (2007) suggest some alternatives:

adjustment through interest rate, exchange rate, borrowing (lending) of reserves, control on imports or

deflate (re-activate) economic activity. Taking into account that: this model does not account for all the

effects of exchange rate (e.g. capital movements), the relevance of fiscal rules (e.g. Maastricht rule, Washing-

ton Consensus) and recent studies suggesting a policy biased towards fiscal austerity (see for example Dosi,

Napoletano, Roventini, & Treibich, 2014), the last adjustment is chosen, meaning deflating (re-activating)

economic activity through a government spending rule for both countries:

Gi = Gi
−1 + ϕi(∆ori−1 · pig−1) (23)

In other words, this equation replaces a constant spending (19), for a policy equation which deflates or

stimulates the economic activity based on signals provided by changes reserves, reducing the twin deficit

(surplus) to zero. If X i = M i is added to ∆V i
h = 0 condition, the super-steady stead is:

Y i∗∗ = X i

µi
= µ−iY −i

µi
(24)

11



In this respect, the super steady-state is not achieved by market forces, but by a policy decision.7 Fur-

thermore, it is important to mention that even if only spending is chosen as short-run adjustment, under

SFC context, the choice of adjustment (e.g. exchange rate, interest rate) not only affects the route to the

super-steady state, but also the super-steady state itself will be different for each option (this is consistent

with the path dependent and accumulative causation presented in Section 2). An example will be presented

in the simulations below.

This spending adjustment could be associated with a Neoclassical closures where the limits come from a

fixed quantity of labor or capital (Taylor, 2004). However, there is an important distinction. The constraint

in this SFC model is given by the demand of the second country. Then, production limits are set by external

demand and not by supply factors. This external constraint was first proposed by Harrod (1949) and in a

modern version by Thirlwall (2002).

Particularly, two simulations can exemplify the features of this fiscal adjustment following (Godley &

Lavoie, 2007). A base scenario (Base) and two alternatives scenarios (Scenario 1 and 2) are set, starting from

two very similar countries in terms of initial conditions and parameters (see Appendix B.1 for details on

parameters). In all scenarios there is an increase of µS , propensity to import of the South, in the period 16

to make the South resemble a developing country (e.g. a Central American country) and the North to a

developed country (e.g. US). In the Base, the spending is assumed to be exogenous and constant for both

countries (19) and there will be no response to persistent twin deficits (surplus). In Scenario 1, spending of

both countries will follow the short-run adjustment (23), then the country will decrease (increase) spending

to eliminate the deficit (surplus) and achieve the super-steady state (24). The last scenario, Scenario 2, leaves

the spending of the South (developing country) constant (GS = ḠS) and the North increases the level

spending permanently (GN = ḠN +Constant) starting also in period 16, which at first seems that it moves

the cost of the adjustment from the South to the North and could affect the developed country.8

In the first column of Figure 1, the Base scenario is presented, as previously mentioned there is no spend-

ing adjustment, as a result, economic activity of South and North move in opposite direction. The South has

a lower quasi-steady state and the North has an important increase on its quasi-steady state. Nevertheless,

7Although the quasi-steady state (22) is the inertial situation, it is not sustainable; the spending adjustment (23) or some other

is strictly needed to have a stock consistent equilibrium.
8Scenario 2 is a proposal of the present work in the spirit of Godley et al. (2007) and Central American Experience (60’s).
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Central Bank balance in the South is in a risky situation, changes in reserves get to a point of continuous

drops and bills are translated into an unsustainable growth of debt. Both stocks’ dynamic are due to the

twin deficit in row 3 column 1 of the Figure 1 corresponding to (22).9

Figure 1: Effect of an increase of µS , with exogenous (left) and endogenous (right) government spending
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In the second column of Figure 1, the reaction fiscal policy function (23) is added for both countries

(Scenario 1). Specifically, a higher µS in period 16 provokes an external deficit for the South, which impacts

the balance of the South’s Central Bank in terms of loss of reserves and it increases bills purchases to finance

fiscal deficit.10 Therefore, the government of the South responds by decreasing spending by an amount

equals to a factor of ϕS = 0.25 times the drop in reserves, resulting in a decrease of economic activity and

imports together with a reduction of fiscal deficit. In fact, in period 20, South achieves a fiscal surplus and

it manages to stabilize bills and gold stocks.11 Similar adjustments have been applied by the International

Monetary Fund for developing countries (e.g. Central America during the 80’s and 90’s) and other fiscal

9Even if the initial movement of money and reserves can be thought as the compensation hypothesis of the traditional

Mundell-Fleming with fixed exchange-rate, this is not the case because it is not a policy decision, but a consequence of endogenous

money. Indeed, in medium to long run this relation reserves-money supply disappears even if reserves continue falling, because

households’ portfolio is already adjusted (Godley & Lavoie, 2007).
10This fiscal deficit is a consequence of the initial fall of output and taxes.
11It is important to mention that North applies the same reaction function and it increase its government spending, expanding

its output and reaching the higher super-steady state.
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rules follow an analogous mechanism (e.g. Maastricht Treaty).

Figure 2: Effect of an increase of µS , with ∆GN = 0 (left) and with ∆GN > 0 (right)
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On Figure 2, Base scenario (left) and Scenario 2 (right) are simulated. On the left, the Base Scenario is

again presented, but from the North’s perspective.12. On the second column, in Scenario 2, government

spending is exogenous in both countries, but the North increases it by 10 ∆GN
t=16 = 10 just in period 16,

translated into a permanent higher level of spending thereafter. Then, it can be noticed that North increases

its output level beyond the level on the Base Scenario and Scenario 1, and the South experienced almost

no change in economic activity. In this context, the increment on GN stimulates Y N and IMN goes up.

Consequently, South’s exports grow and close the external deficit, Y S and T S do not fall significantly and

fiscal deficit in the South ends close to zero.

Therefore, for the North, the increase in government spending is translated into a higher growth, deficits

close to zero (a small surplus) and the accumulation of reserves and debt reduction are slower than in the Base

Scenario, close to the super-steady state. In this sense, Scenario 2 proves that there could be an approximated

GN that impacts positively both countries in terms of adjustment (route) and with a higher super-steady. In

other words, North’s fiscal policy can counterbalance the negative shock of µS and, as mentioned before,

the choice among adjustment policies affects not only the route but also leads to a different super-steady

12After the negative shock on µS , the North has a persistent twin surplus that is translated into a continuous debt (bills)

reduction and a persistent increase in gold reserves
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state. Compared to Scenario 1, which proposes an austerity agreement for both countries, in Scenario 2 the

expansive fiscal policy of the North leaves both countries in a better situation (Lavoie, 2014). Moreover, it is

relevant to notice that even without a shock in propensities to import, both countries can achieve a higher

super-steady state by jointly increasing their spendings, demonstrating the lack of a supply constraint that

interacts with demand side.

Nevertheless, Scenario 2 has some drawbacks. First, its feasibility is really limited, given that it requires

a high coordination among countries.13 Second, in this model both countries are only constrained by

external demand, once they agree on expansive policies, they do not have any supply constraint in terms of

productive resources because the model is fully demand-led. In the next section, supply considerations are

added to address this latter disadvantage.

4 Closures: Demand and Supply Driven

The simple SFC model with open economy in the previous section showed the pertinence of demand factors

in policy decisions, specially the consequences of fiscal austerity. However, there is usually an implicitly

prevalence of supply or demand in orthodox and heterodox model, respectively. In the case of SFC with

open economy, there is a fully demand-led structure, the only constraint faced by each country is external

demand. In this section two closures are added to SFC model as a proposal in order to include supply factors

into the analysis: a supply-driven adjustment, suggested by Palley (2002), and a demand-driven adjustment

suggested by Setterfield (2012).

First of all, it is important to restate that for the simplification of the closures analysis, SFC model

reaches the super steady-steady equilibrium (24) through spending adjustment (23). From here, one way to

introduce supply factors is to incorporate a maximum capacity of production. This can be similar to the

limiting full-employment level of economic activity in the context of a Neoclassical closure. In this sense,

this task was addressed more in detail by Harrod in a closed economy (1972, 1939). Harrod proposed three

concepts: warranted growth, natural rate of growth, and effective growth.

13However, policies on Scenario 2 could still be a potential policy for integration processes (i.e. European Union, Central

America) and it could be discussed in International institutions in charge of countries’ external balances and growth. In fact,

Keynes’ proposal on this matter, during the discussions of the creation of the International Monetary Funds, was more in line

with Scenario 2 (Lavoie, 2014).
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First, warranted growth is defined as the rate of growth needed to induce a level of investment that could

absorb all savings in the economy. Then, an equivalent concept to warranted growth could be the super-

steady state of SFC (24), which is the level of output coherent with a level of imports that absorbs no more

than the exports reached (Thirlwall, 2002).

Second, natural rate of growth in Harrod’s theory is the sum of productivity and population growth.

While warranted growth is interpreted as a full-utilization of capital, natural rate of growth represents a full

employment of labor. As suggested by Palley (2002) this second concept is absent in external constrained

growth models. The third concept is straightforward, effective growth is comparable to the observable

growth of SFC.

On the other hand, Harrod emphasizes the difficulty of arriving to an equality of the three growths,

given that savings depend on distribution and economic activity (Kaleckian closure), warranted growth

depends on firms’ expectation, and natural growth is exogenously determined, so there is no mechanism of

adjustment (“knife edge”). Analogously, SFC with open economy does not have any mechanism to close

external and fiscal unbalances. However, through a policy rule which endogenizes spending, SFC reaches

the super-steady state equilibrium, an equivalent equality between effective and warranted growth (Thirlwall,

2002). Nevertheless, the problem continues to be the absence of a natural rate growth rate or level. In this

sense, a limiting supply could be:14

Y i
n = λiN̄ i, (25)

where Y i
n is the natural level of output given by labor productivity (λi) and a fixed level of labor. This

equation is added to the system of SFC model with open economy, but still both processes, the super steady-

state (Y i
ss, from now on) and the natural level of output (Y i

n), are independent. Following Palley (2002), a

first closure to connect these two elements can be supply-driven by endogenizing propensities to imports:

∆µi = −ξi(Y i
n−1 − Y i

ss−1), ξi > 0, (26)

The main argument is that propensity to import tends to increase after an excess of demand, Y i
ss−1 >

Yn−1, because an expanding economy faces labor market bottlenecks (White & Thirlwall, 1974; Hughes &

Thirlwall, 1979). Specifically, once all labor is employed (N̄ i), demand is covered by competitive imports.

Regarding non-competitive imports, the argument can be extended if the increases on medium to long-run
14Simplifying the steps of Harrod, expectations are left out.
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investments are associated with imported machinery and inputs (Arestis & Milberg, 1993). As a consequence,

in SFC model, taking into account that Y i
ss−1 = Xi

µi , reductions on µi allow the convergence of Y i
ss−1 to Y i

n−1

(see Figure 3), in case of excess of demand.

Figure 3: Supply and Demand driven closures
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However, the supply-driven closure in a SFC model has other restrictions. First, if both countries are

identical and ξN = ξS , one country should be in excess of demand while the other one should be in excess

of supply, which seems to be not consistent with the correlation among countries’ cycles (see for example

Matesanz, Ferrari, Torgler, & Ortega, 2017; Basnet & Sharma, 2013). Second, even if both countries have

different excesses, the magnitudes should be consistent with the volume of stocks (i.e. gold reserves and

government bills) in order to be able to achieve the equilibrium before a “default”.

This stock requirements are also relevant when ξN 6= ξS .15 reserves and low debt to face these periods.

A potential option is to increase the reaction function sensitivity (ϕi) to reduce initial stocks requirements,

revealing an induced relationship between the speed of adjustment and the fiscal policy reaction function

that can be tested in future studies.

In order to perform an analysis of stability conditions of the supply adjustment, inter-country interaction

is simplified by considering only one country. This could be interpreted as special case in which one of the
15The difference in adjustment speeds allows to drop the first restriction. Despite both countries being able to be below (over)

the full-employment, there should be enough
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countries has low influence on the other, applicable for small open economies such as Central America. In

this sense, assuming exogenous exports (X̄) and substituting super-steady state of SFC model (24) in the

adjustment equation (26):

µt = µt−1 − ξ
(
Ȳn −

X̄

µt−1

)
, (27)

where Ȳn is the natural level of economic activity which is fixed given that λ and N̄ are constant. This is

coherent with exogeneity of productivity on Neoclassical model, such as total productivity of factors in the

production function. Solving this first order nonlinear equation, the new steady state is:

µ∗ = X̄

Ȳ
(28)

More importantly, out of equilibrium dynamics (27) can be linearized using a first degree Taylor approx-

imation around its steady state:

µt − µ∗ ≈
X̄ − ξȲ 2

X̄
(µt−1 − µ∗)

Then, the stability condition will be given by:

0 < ξ < 2X̄/Ȳ 2 (29)

As a consequence, the steady state is equivalent to the ratio export to natural level of economic activity.

Its convergence, taking into account the square terms in the denominator of (29), seems to be less likely

given that the range of stability is small. Also, its empirical estimation could be sensible to small samples

and short periods.

The second closure is a demand-driven adjustment in the spirit of Setterfield (2012). Starting from the

natural level of output (25), productivity can be endogenized under Verdoorn’s Law argument. Verdoorn’s

Law (2002) establishes a direct positive relationship between labor productivity and output, in terms of

demand:

∆λi = χi(Y i
ss−1 − Y i

n−1), χi > 0 (30)

In general, this relationship is a result of labor specialization coming with the increase of market size, and

it is usually applied to the case of manufacturing given its increasing returns to scale that allow to endogenize

18



the aggregate natural level of output. Thus, supply capacity is sensible to movements in demand shocks

even in the long-run, coherent with heterodox theory. In the SFC model, the demand side is represented

by the super-steady Y i
ss−1, then in (30) productivity reacts to the excess of demand by increasing the natural

level of output (see Figure 3). In this case, stock consistency requirements are less binding compared with

the previous supply-driven closure because the movement in productivity do not affect the external sector

directly as in the case of the propensity to import.

Analogous to supply closure, if exports are held constant (X̄) and substituting the super-steady state:

λt = λt−1 + χ

(
X̄n

µ̄
− λt−1N̄

)
(31)

The procedures to get the steady state and the stability condition of this second closure are similar to the

supply-driven case, but with no approximation given that is a linear difference equation:

λ∗ = X̄n

µ̄N̄
, (32)

0 < χ < 2/N̄ (33)

A potential third alternative is to combine both adjustments at the same time, allowing for a joint supply-

demand-driven adjustment: 
µt = µt−1 − ξ(λt−1N̄ − X̄

µt−1
)

λt = λt−1 + χ( X̄
µt−1
− λt−1N̄)

(34)

Solving the steady state for productivity and propensity to imports gives a multiple equilibria situation

with infinite solution for λ > 0 and µ > 0:


µ∗ = X̄

N̄λ∗

λ∗ = X̄
N̄µ∗

(35)

In terms of the dynamics out of the equilibrium using a first degree Taylor approximation again, (34) is

equivalent to: µt − µ∗
λt − λ∗

 ≈
1− ξλ∗2N̄2

X̄
−ξN̄

−χλ∗2N̄2

X̄
1− χN̄


µt−1 − µ∗

λt−1 − λ∗

 (36)

Taking into account the infinite equilibria, it can be checked that one of the eigenvalues of the system is

r1 = 1. Then, its second eigenvalue (r2) can be derived using the fact that the product of eigenvalues is equal
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to the determinant of the jacobian, r1 · r2 = |J |. Finally, decomposing the Jacobian a new representation is

obtained : µt − µ∗
λt − λ∗

 ≈
 1 −ξ
−λ∗2N̄
X̄

−χ


1 0

0 1− χN̄ − ξλ∗2N̄
X̄


 1 −ξ
−λ∗2N̄
X̄

−χ


−1µt−1 − µ∗

λt−1 − λ∗


From here the stability condition for r2 is:

0 < χ <
2
N̄
− ξλ∗2N̄

X̄
, (37)

From this derivation in Figure 4, the curve with infinity equilibria is shown with the two eigenvectors.

For the first vector (υ1) corresponding to r1 = 1 its stability is not defined for first order conditions. This

indeterminacy in local analysis is because small shocks around the equilibrium do not tend to get back to

their previous position given the multiplicity of equilibria. In the case of υ2 under (37), shocks on this line

return to the previous steady state.

Figure 4: Stability using a joint closure
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Therefore, three different closures have been added to the SFC model with open economy to account for

supply constraints. From the demand and supply-driven closures individually it seems at first that the latter

has a smaller range of stability given the square term in (29). When both closures are combined, stability is

not straightforward, because of the presence of multiple equilibria. In order to have more insights on the

application of these closures: demand, supply and joint closure, next section provides an empirical analysis

to infer which of them is more likely for the case of Central America.
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5 Evidence on Central America

An interesting case of study is that of developing countries. Among different schools of thought, the ma-

jority of arguments suggests a supply-driven adjustment given their scarcity of capital (25). Kalecki (1976)

argues that developing countries have both problems: demand and supply deficiencies, and thus Keynesian

policies are less effective. Nevertheless, some other authors dissent and claim that usually excess of capacity

is the norm more than the exception (see for example Taylor, 1979).

Even if authors of different theories agree on the supply difficulties in developing countries, they can

differ greatly on the causes and policy recommendations. For instance, Prebisch’s theory addresses the

constraints faced by third world countries to industrialize and recommends a process of Import Substitution

Industrialization (ISI) with policies that protect internal market (Caldentey & Vernengo, 2016). On the

contrary, other authors from the orthodox school, argue in favor of market liberalization strategies and free

mobility of capital with foreign direct investments benefits.

For this reason, a group of developing countries such as Central America can be used to test the two

closures derived in the previous section, in the context of a public policy debate: either by solving balance of

the payments constrained growth would also solve supply deficiencies (demand-driven closure) or addressing

supply problems would automatically improve external balance issues (supply-driven closure). Since the SFC

model involves only two countries, each Central American country will be analyzed with respect United

States (US) as the main trade partner of the region.

5.1 Empirical Strategy

Based on the two alternative closures of SFC model with open economy in Section 4, it can be noticed that

they induce an ordering dynamic in the model. In the supply-driven closure, starting from an equilibrium

Y i
n−1 = Y i

ss−1, after a exogenous shock in Yn−1, µi reacts and it produces an adjustment in Y i
ss. As a result, it

could be argue that Y i
n tends to precede Y i

ss. The contrary can be observed for the demand-driven closure, a

shock in Y i
ss−1 influences productivity λi and Y i

n, then Y i
ss precedes Y i

n.

In this sense, following Granger (1969) and Sims (1972) a variable X causes Y if the set {Xt−1, ...Xt−p}

improves the forecasting of Y , conditionally on {Yt−1, ...Yt−p}. Particularly, from the two closures with
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p = 1: gss
gn

 =

β1,0

β2,0

+

β1,1 β1,2

β2,1 β2,2


gss−1

gn−1

+

u1

u2

 , (38)

where gj for j = ss, n is the growth rate of Y i
j , and i refers to Central America countries. If β1,2 is

significantly different from zero and β2,1 is not, supply-driven closure is more likely; the contrary would

imply the same for the demand closure. In case of joint significance of β1,2 and β2,1, there would be evidence

of a joint closure of (34). A fourth outcome could be that both parameters are not significantly different

from zero and both constraints are independent. In the last two circumstances policies would need to be

focused on both demand and supply.

However, there is an important issue, neither Y i
ss nor gss is observable. While gn can be approximated

by the sum of the growth of labor productivity and labor force, gss refers to the maximum growth allowed

by the external constraint.

A feasible solution was proposed by Thirlwall (2002) in a modern version of Harrod multiplier (24).

Starting from a balanced external account, equivalent to the super-steady state conditions in SFC model of

previous section:

P i · xi = P−i ·mi · xr, (39)

where P i and P−i stands for internal and external prices, and xi and mi for real exports and imports. In a

second step, Thirlwall uses Cobb-Douglas demand functions for exports and imports in log terms:

log(xit) = log(Aix) + ηi · [log(P i
t )− log(P−it )− log(xrt)] + µ−i · log(Y −it ) + ut, (40)

log(mi
t) = log(Aim) + Ψi · [log(P−it ) + log(xrt)− log(P i

t )] + µi · log(Y i
t ) + εt (41)

Combining (39) in log-terms with (40) and (41) and deriving with respect to time:16

giss = [(1 + η + Ψ) · (gP i − gP−i − gxr) + µ−i · g−iss ]
µi

, (42)

the subindex ss is added to the growth rates of outputs given that (39) holds. If real exchange rate growth is

stationary around zero (Relative Purchasing Power Parity, PPP), E(gP i − gP−i − gxr) = 0, or if the sum of

price elasticities are close to one ηi + Ψi ≈ 1 (rejecting Marshal-Lerner condition):

giss = µ−i · g−iss
µi

= gx
µi
, (43)

16The log(Ax) and log(Am) terms are constant and they becomes zero.
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which is coherent with (24), but in growth terms, it is usually called “Thirlwall’s Law”. Then, the estimation

of (40) and (41) can be used to get µi and µ−i, and in a second step gss can be approximated with (43). At

the same time, (40) and (41) isolate the effects of output and prices, consistent with the assumption of SFC

model with open economy of keeping prices fixed. Once giss is observable, a Granger causality test can

be performed in (38) to make inference on the four hypothesis explained before: Supply-Driven Closure,

Demand-Driven Closure, Joint Closure or independent processes.

Thirlwall’s Law has received many theoretical and empirical criticism. Theoretically, the main assump-

tions are still debated: the role of internal demand is omitted, the omission of price dynamics and its

influence on external constraint, the lack of distinction between small and large countries and the omission

of supply considerations, which was addressed in the previous section (see for a review on criticisms Blecker,

2016).

Empirically, even when many studies have been done for developing and developed countries, there

are still some concerns on: biases coming from using only two countries instead of including all the trade

partners, simultaneity and changes in export and import compositions (in terms of goods and destination

or origin). More importantly, empirical studies have been reproached of trying to prove a tautology given

the the usual objective in this literature is to test if the observed long run growth of output gi is close to giss
of (43), which can be proven to be equivalent to test a near- identity gix = gim (see for a example Cortes &

Bosch, 2015).

Despite these criticisms, the use of the Thirlwall’s Law here is only to approximate giss and make it

observable.17 Also, in the process of estimating gss, a point raised in the criticisms is particularly relevant

to the case of Central America, the problem of parameters stability. The region has experienced structural

changes in the external sector that could have affected exports and imports composition. In fact, previous

studies at a regional level and country specific allude to this difficulty.

For instance, at a regional level, Moreno-Brid and Pérez (1999) include 5 out of the 7 countries for the

period 1950-1996 in a multivariate cointegration analysis (Johansen, 1991) following the two equations (40)

and (41). The authors obtain a high association between the observed growth (gi) and Thirlwall’s Law

17The empirical strategy used here could also be considered a different method for testing the endogeneity of natural rate of

growth giving that in the demand-driven closure Verdoorn’s Law is used which it is the same basis for the existent literature on

natural rate of growth (see for example Thirlwall, 2002; Senay & Mert, 2015).
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prediction (giss) for all the cases, which as previously mentioned is the main aim of this literature. Also, they

commented the problems of social instability, civil wars, changes in general policy framework, etc.

At country level, Saballos (2009) tests the same hypothesis for Nicaragua in the period 1937-2009 using

two-step Engle Granger Cointegration (Engle & Granger, 1987). The results are consistent with Thirlwall

model, and as commonly found in the literature, the inclusion of capital flow considerations in the balance

of payments does not alter these results.18 In addition, Seballos includes dummy variables to control for

structural changes in the Nicaraguan economy. Both studies, at regional and country level, include among

their regressors the terms of trade (prices of exports over prices of imports) given the importance of Presbich-

Signer hypothesis of historical decline of terms of trade for exporters of primary goods (Pérez Caldentey &

Vernengo, 2011). This inclusion is coherent with SFC open economy model because it partials-out prices

effect from income elasticities (propensities to import and exports).

Therefore, in order to account for potential structural changes, a Time Varying Parameter (TVP) exten-

sion is employed to improved the measurement of giss using Kalman Filter (Kalman, 1960). Equation (40)

and (41), with the inclusion of terms of trade, becomes the observation equations:

log(xit) = log(Ax,t) + ηit · [log(P i
t )− log(P−it )− log(xrt)]

+ µ−it · log(Y −it ) + αit · log(ToT i) + ut

(44)

log(mi
t) = log(Am,t) + Ψi

t · [log(P−it ) + log(xrt)− log(P i
t )]

+ µit · log(Y i
t ) + δit · log(ToT i) + εt

(45)

Regarding the state equations three options are estimated: a) a random coefficient model first suggested

by Hildreth et al.(1968), b) an autoregressive process of degree one (AR(1)) in the spirit of Harvey et al.

(1982) and c) a robustness check with an AR(2). Then, if βit = [log(Aix,t), ηit, µ−it , αit]′, the export equation

becomes:  βit

βit−1

 =

ci
0

+

φi1,1 φi1,2

1 0


βit−1

βit−2

+

νit
0

 , (46)

from where, in case a) it is assumed φi1,j = 0 for j = 1, 2 and i stands for different each Central American

country, in case b) ci = 0 and φi1,2 = 0 and in case c) only ci = 0. For the import equation, the state-space

18For the extension of Thirlwall model with capital flow and its small impact in empirical results see Thirlwall (2002).

24



representation and cases are the same.19 Once βit , ci and φij,j are estimated, in line with Thirlwall, a more

flexible super-steady state approximation would become observable given TVP:

ĝss
i = µ̂−it · g−iss

µ̂it
= gix
µ̂it
, (47)

where ĝssi would be the growth consistent with the external demand for each i, each Central American

country and µ̂it and µ̂−it are the estimates obtained from (46) propensity to import and export, respectively.

On the other hand, g−iss in the first equality is still not observable. Then, estimating giss would require to

assume that g−iss ≈ g−i (for −i = US), which given identity (39) should be true; also, if it is considered

that all Central American economies are open and small, there should not be any feed-back between from

their super-steady state equilibrium to US equilibrium, then g−i is exogenous and g−iss ≈ g−i is a plausible

assumption from Central America perspective. 20

As a last step, Granger causality test (38) can be implemented substituting ĝssi by giss and in a panel setting

(see for example Wooldridge, 2001) with the Central American countries, to compensate the problems of

small sample.

5.2 Context and Data

Central America is a sub-region consisting on seven countries: Belize, Guatemala (GTM), Honduras (HON),

El Salvador (SVD), Nicaragua (NIC), Costa Rica (CR) and Panama (PAN), but only the last six will be

considered because of limited data availability for Belize. Although the six countries share the same region

they can be divided into two groups given their Gross National Product (GDP) per capita: NIC, SVD,

HON and GTM are considered lower middle-income countries and CR and PAN upper-middle countries

(World Bank Analytical Classifications, 2017). For 2015, CR’s GDP (per capita) reached the amount of USD

11,260.09, the biggest country in the region and NIC with USD 2,086.90, the smallest one (see Table 3). For

2010-2015, the real growth has been led by PAN with 7.90% and NIC with 5.17%, achieving in this way a

relative quick recovery after the 2009 crisis, yet below the growth experienced during the 60’s.

19In Appendix A a more detailed methodology on the Bayesian Estimation and Kalman Filter applied here is included.
20A second option would be to use the second equality of (47), but because of data restriction only aggregate exports are

available for Central American countries, then it would be required to assume that all exports growth gi
x is absorbed by US. Both

options will be estimated, although the former using g−i
ss ≈ g−i seems more theoretically coherent.

25



Table 3: Central America Indicators

Country GDP p. cap. GDPg Agr. GDP E. Agr. Inf.Empl. Trade EB REM FDI Int. K. Food exp.

CR $11,260.09 3.58 5.81 13.10 36.06 66.92 -2.81 1.21 5.94 81.08 36.35

GTM $3,903.48 3.83 11.37 33.57 68.11 58.95 -10.46 9.99 2.21 64.26 42.66

HON $2,528.89 3.50 14.10 29.94 73.31 114.87 -19.01 16.78 5.63 36.82 59.52

NIC $2,086.90 5.17 19.15 32.19 74.98 102.64 -19.60 9.60 7.51 57.10 63.92

PAN $13,268.11 7.90 3.21 16.18 40.50 138.58 -9.03 1.19 10.08 32.00 57.94

SVD $4,219.35 1.97 11.60 20.45 65.74 70.44 -17.86 16.28 1.15 66.55 20.47

Note: World Development Indicators (WDI). GDP p. cap.: GDP per capita (USD) 2015; average 2010-2015 of

GDPg: Mean GDP growth (annual %), Agr. GDP: Agriculture, value added (% of GDP), E. Agr.: Employment

in agriculture (% of total employment), Inf.Empl.:Informal employment (% of total non-agricultural employ-

ment), Trade: Trade (% of GDP), EB: External balance on goods and services (% of GDP), REM: Personal

remittances, received (% of GDP), FDI:Foreign direct investment, net inflows (% of GDP), Intermediate and

capital goods (% Imports of goods) from CEPALSTAT and Food exports (% of merchandise exports).

The structure of some economies continues to be based on the primary sector. The value added of agricul-

tural sector in NIC, for instance, represents 19.15% of GDP, while in the case of PAN is only 3.21%.21 The

primary sector is a set of activities associated with low productivity and technology, whereas manufacturing

is characterized by a high product per worker (Verdoorn’s Law).22 Demand- driven closure highly depends

on Verdoorn’s Law implications and having a dual market structure can limit its functioning.

Another important feature of these economies is their relationship with the world, and in most of them a

persistent external deficit covered by remittances and complemented with Foreign Direct Investment (FDI).

The exports are centered on primary goods; on average Central American countries export 50% on goods

associate with food, such as coffee, beans and livestock, also semi-manufactured goods related with food

industry. On the other hand, the imports of intermediate goods and capital goods stand for the 56.30% of

the total imports suggesting a high inter-dependence of the production process, specially for those countries

with high external deficit (e.g. NIC and SVD).
21In this sense, these economic activities incorporate an important part of the employed population for the lower-middle

income countries, close to 30.00%
22This low productivity is also common in informal sectors, for the period 2010-2015, low-middle income countries concen-

trate around 70.54% of the workers on informal activities, and even for CR and PAN, this proportion is high (38.28%).
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These problems has been structural. During the 60’s, NIC, CR, HON, GTM and SVD formalized

a process of regional integration, called Central American Common Market (CACM) to overcome this

historical situation. Based on the contributions of Prebisch (1981), who pointed out the lack of convergence

between developed and developing countries, together with the persistent external deficits and the declining

historical trend of terms of trade (see Figure 5), the Economic Commission for Latin America and the

Caribbean (ECLAC) guided the CACM process under the argument of Prebisch that free trade could be

counterproductive for small economies.23

As a consequence, the economic integration looked for the creation of a common market which con-

sisted in treating products from the rest of countries of the CACM as national products, and the intensive

investment of governments in industrialization of specific sectors—vertical policies (Zapata & Perez, 2001).

Although other steps such as the monetary union and the coordination of central to compensate balance

of payments issues never were completed, the growth during this period is still one the highest in Central

America history (see Figure 6).

Figure 5: Terms of trade for Central American countries
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Note: Author’s calculations based on WDI

23Although Figure 5 does not seem to provide evidence of the negative trend of Central America’s terms of trade, but for some

periods (e.g. SVD after 1995), Prebisch proved this hypothesis using a larger sample to capture a long-run dynamics, an updated

version of this test has confirmed Prebisch results with a sample that starts 1650 to 2000 and allowing for structural brakes (Arezki,

Hadri, Loungani, & Rao, 2014).
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This set of policies is better known as Import Substitution Industrialization (ISI) and its operative ob-

jective can be seen as a change of µ−i and µi (propensities to imports) through industrialization and an

increase internal demand provided by the CACM—implicitly using a potentially joint adjustment supply

and demand-driven. 24 These strategies let them also coordinate their spendings to achieve a higher growth

for every country (in line with Scenario 2 of Section 3.2.2), allowing using a demand-driven approach, mean-

ing an increase in productivity by the increase of internal demand.

Following Zapata and Perez (2001), the regional initiative was theoretically consistent and it had a pos-

itive impact on Central America, but the internal and external conflicts caused its collapse. 25 In Figure 6,

it shown how these events were translated into significant drops of output during the 70’s, particularly a

drop of 30.00% in NIC during the last year of their civil war. Other authors underlined the inconsistency

of ISI given that it reduced competition and created inefficient small industries that could not resist the falls

in trade barriers (see for example Medal, 1988).

Figure 6: Output Growth for Central American countries
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24Another explanation in the SFC open economy framework could be that with higher tariffs, Central American countries

become more in line with SFC assumption of having only few countries with similar characteristics in the world
25Internally, civil wars (e.g. GTM), dictatorships (e.g. NIC) and coups d’État(e.g. Arbenz in GTM). Externally, disagreements

on the distribution of benefits from the common markets that even caused armed conflicts (e.g. HN and SVD), combined with

price oil shocks and energy crisis.
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The collapse of CACM was followed by the “Lost Decade” in Latin-America characterized by unpayable

debts, external disequilibriums and high inflation. In Figure 7, it can seen the downward trend of the net

exports, specially in the case of HON, SVD and NIC. Specifically, the latter experienced a commercial

embargo from US from 1986 to 1989. As a consequence, Central American countries abandoned their

fixed exchange rate regimes in order to protect reserves and adjust their economies to the new scenario.26.

At the same time, this dynamics affected the real exchange rates causing relevant appreciations (see Figure

8), meaning a decrease of real exchange rate.27 In fact, NIC had the highest appreciation explained by a

hyperinflation that reached an annual increase of 33,547.93% in 1989 (Rodriguez, 2002).

Figure 7: Net Exports of Goods and Services as GDP percentage for Central American countries
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During the 90’s, the region received support in terms of capital transfers translated into reserves and

structural reforms through the Washington Consensus (Williamson, 2000).28 In this sense, the experience of

26The movements of exchange rates were closely related to inflation pressures given the high pass-through of imported goods

and expectation of lack of reserves—nominal exchange rate-inflation spirals (Camara & Vernengo, 2001)
27The real exchange rate was approximated by RER = xr·P −i

P i , where xr was measured by an index of the official nominal

exchange rate, given data limitation on the effective nominal exchange rate; P i and P−i are measured by the consumer price index

(CPI) of each Central American country and US CPI.
28The structural reforms implemented focused on market liberalization: free trade, privatization, Foreign Direct Investment

(FDI), fiscal discipline, financial liberalization, property rights, deregulation.
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Central America seems similar to the quasi-steady state of the SFC model, after an exogenous shock (e.g. war,

collapse of CACM) there is an important change in the propensities to import (µi, µ−i) and there was not

any automatic mechanism to reduce the twin deficit, then reserves went down dramatically. The adjustment

process implemented to reach the super-steady state, led by the International Fund and the World Bank,

emphasized the reduction of spending and increase of taxes, analogous to the spending rule of SFC model

(23).

Regarding supply constraints, the structural reform argued that liberalization can increase productivity

and the natural growth (Y i
n). While spending adjustment allows to reduce the excess of demand, the super-

steady state is restored through market forces and its advantages of allocation—a supply–driven closure

(Rodriguez, 2002). This argument is not in line with the supply closure provided in Section 4, but again

using Medal’s (1988) argument CACM could have been hiding the true propensities to import given that

there was not any qualitative change in the economic structure and industrial efficiency because of limited

competition. As a result, market liberalization restores the proper propensities, for example some sectors

prefer to import machinery and intermediate good. This would be coherent with the supply-driven closure

of 4, but still it is difficult to control for the different exogenous events (e.g.: commercial embargo, civil

wars).

Figure 8: Real Exchange Rate for Central American countries
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The different periods experienced by Central American countries affect importantly the characteristics

of the variables discussed throughout this section. These variable are used to estimate the propensities to

import of (44) and (45), and the demand constrained growth (giss). Specifically, in Table B.2, the log of

real GDP, real imports, real export, terms of trade and an approximation to real exchange rates are tested

to study the degree of persistence of each series. Two tests are performed, the Augmented Dickey Fuller

(ADF) and a unit root test with structural brakes, Clemente, Montañez and Reyes (1998), CMR, in order to

account for marked changes during the different periods (i.e. CACM, “Lost Decade”, adjustment).

It can be concluded from Table B.2 that almost all variables are I(1) across countries and the inclusion of

structural change reinforces this statement with few exceptions. Also, Central America offers an interesting

policy debate on the two adjustment derived in Section 4: supply-driven and demand-driven, with strategies

such as CACM and liberalization process of the 90’s as examples of the application of SFC model. In the

next section, results of unobservable giss and Granger causality test will be discussed.

5.3 Results

5.3.1 Propensities to Import and Export for Central American Countries

The estimation of µi and µ−i using (40) and (41) and the approximation to µit and µ−it using (44) and (45)

and Kalman Filter should take into account the high persistence of the main variables: exports, imports and

GDP.29 The TVP has the advantage to improve fitting by letting coefficients become stochastic variables

and identifying cointegration in line with structural changes. Considering that CMR reinforces the I(1)

behavior of most of the series: first, a two-stage Engle-Granger Cointegration procedure is implemented

with fixed coefficients and a dummy variable to control for the CACM period. In a second step, TVP model

will be used to estimate the long-run relationship of export and import equations. As a last step, using ADF,

the residuals of each observation equation will be tested to provide some evidence of cointegration. The

short-run equation will not be presented, given that it requires the use of other econometric methods (see

for example Koop, Leon-Gonzalez, & Strachan, 2011), besides the fact that theoretically the SFC model is

more focused on the long-run relationship of the estimation. 30

29The frequency of the data used in this sub-section is yearly from 1960-2014.
30Koop et al. (2011) argue that the generalization of cointegration in a context of varying parameter needs to account for the

evolution of the cointegration space through time different from the traditional approach used here.
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In Tables B.3, B.4, B.5 and B.6, as a first step the two-stage Engle-Granger cointegration is reported. For

export and import equations, this process is replicated in two scenarios: including and excluding the RER

(columns numbered as 1 and 2 in these Tables). This is because as mentioned before, the RER used in the

present analysis is only a proxy variable, given the limitation on data of effective nominal exchange rate

and its substitution by official nominal exchange rate. Some studies have preferred to omit this variable

(see for example Moreno-Brid & Pérez, 1999), however as it can be confirmed from this robustness check

it affects not only long-run parameters, but also the cointegration itself—significance of the lagged residuals.

Another interpretation on this sensitivity to RER could be that the measurement error of the RER included

in the regressions are affecting the results; particularly, when Central American countries, during the “Lost

Decade”, ran multiplicity of exchange rates and faced black market problems (e.g. CR and NIC see for

example Ramirez, 1992). Despite this possibility, RER will be included at least to control to some extent

for high inflation periods and assuming that the official exchange rates after some years were obliged to get

closer to the effective rates by the pressure of black markets.

Another variable added to both import and export equations is an event dummy that stands for the pe-

riod of CACM as a change of intercept (CACM ) together with an interaction variable with GDP (CACM ·

log(Y )) to allow some variation on the propensities to import. As expected, in the case of PAN, neither

CACM nor CACM · log(Y ) are significant given this country did not participate on the Central American

Initiative. Nonetheless, it is surprising that CR exports and imports are not affected by these event variables,

meaning that there is no exogenous increase on imports or exports and that CR’s propensities were not

modified with respect to the rest of the period. As discussed in Section 5.2, both countries are structurally

different from the rest of Central America (HN, NIC, SVD, GTM) in terms of main economic sectors and

external constraint, they have a more balanced trade account and depend less on remittances.

On the other hand, the event dummy has an heterogeneous effect on the group of Central America lower-

middle income countries. For NIC and SVD, there is an autonomous increase in export but a decrease in the

propensity to export (equal to the propensity to import of US µ−i). For HON and GTM, it is the propensity

to export that increases and the autonomous component that decreases. The same pattern holds for the

import equation, HON and GTM had an exogenous decrease on imports, while an increase on propensity

to import, and NIC and SVD experienced the opposite. This could be a signal of the distributional problems

of the benefits of CACM dynamics that conditioned the sustainability of the economic integration during
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the 70’s and 80’s. Still, in all the equations, even for PAN and CR, the propensities to import (µi) and to

export (µ−i) are significantly different from zero.

In the case of variables related to prices (RER and terms of trade), RER is significant in all the regressions

of exports and in the case of the import equations it is relevant only for NIC. In this sense, in general, the

effect of RER is negative on exports. This means a real depreciation decreases exports, except for the case

of NIC for which the effect is positive. The terms of trade in general have a unexpected negative effect on

exports and positive of imports. For PAN, neither exports nor imports are affected by terms of trade.

If GDP growth of US is assumed to be constant around 2.69% during the period, giss can be estimated for

each Central American Country. The highest external constrained growth are for the high-middle income

countries, PAN and CR with 6.37% and 4.02%, respectively, but also NIC gets a 4.74% rate of growth even

higher than CR and explained mainly by its high propensity to export. The lowest growth are for GTM

with 1.90% and HON, 2.49%.

The second step, would be to replicate the same procedure but allowing for more flexibility on the

propensities to imports with a TVP model. Using Kalman Filter, as mentioned in Section 5.1, three state

equations are proposed: Random Coefficient (i.e. µit = ci + εi), AR(1) (i.e. µit = φi1,1µ
i
t−1 + εi) and AR(2)

(i.e. µit = φi1,1µ
i
t−1 + φi1,2µ

i
t−2 + εi). These regressions include the same regressors of the first step but with

no dummy variables given that the parameters, including the intercept can change period by period.

In the estimation of the state equation, the first alternative, random coefficient (see Figure C.2 and C.1 for

the case of the propensities to import), has only one parameter ci, a mean value. The posterior distribution

of this parameter is highly spread for the propensity to export of NIC and SVD and concentrated for the rest

of cases, specially for CR, HON and GTM. For the two former cases, the draws from the Gibbs sampling

are correlated even after applying a thinning (retaining one value every hundred draws). However, this does

not affect the validity of the results, it only reduces efficiency translated into a larger range in the credible

intervals.
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Figure 9: Propensities to import: µ̂i and µ̂−i for Central American countries
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The second alternative, AR(1) seems to be more stable in convergence and a thinning procedure was not

required (see Figure C.4 and C.3 for the case of the propensities to import). For all countries’ propensities

φi1,1 is close to one, approximating a random walk, and the same holds true for other parameters. For exam-

ple, in Table B.7, RER effect on exports for SVD seems to be persistent given that its credible intervals are

in a range from 0.625 and 0.990. However, credible intervals for the corresponding φi1,1 of the propensities

to export are tighter compared with other coefficients. The same applies to the effects on imports (see Table

B.8).

The third option is the AR(2) process, which seems to have similar characteristics to the AR(1) in terms

of sampling convergence and unimodal posterior distribution (see Figure C.6 and C.5 for the case of the

propensities to import). Adding the second lag increases the significance of φi1,1 for RER and increases the

range of values for the φi1,1 of the propensities to import, now centered at one (with no truncation) and

confirming a random walk process.

Nevertheless, none of the parameters of the second lag, φi1,2, are significant (see Figure C.6 and C.5). In

this respect, Figure 9 shows the latent processes, meaning the parameters of import and export regressions.

Specifically, the propensities to import and export do not differ by much when AR(1) and AR(2) cases are

compared, except in the case of NIC and HON for the propensity to export and import, respectively. This
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similarity on the latent process reinforces the fact of getting φi1,1 close to a random walk in both cases and the

non-significance of φi1,2. Regarding the random coefficient alternative, it contrasts significantly, since it has

little variation even during the 80’s and 90’s, except for an important jump in NIC during the hyperinflation

period in the 80’s.

Figure 10: Growth constrained by external demand ĝiss for Central American countries
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From the dynamics of the propensities, the externally constrained growth giss is showed in Figure 10.

There are cases in which few variation is added by allowing an AR(1) and AR(2) compare with random

coefficients, such as HON and CR. On the other hand, PAN and NIC propensities change significantly in

the 90’s with the liberalization policies. In this latter country, an important negative trend lead to reduce

in growth from over 10% during the 60’s to values below 5% in the last years. Across countries the last

financial crisis had a sharply declined on constrained growth, particularly PAN, SVD and NIC.

5.3.2 Granger Causality Test

Taking into account that giss has been approximated, using US growth and the propensity to import (µ̂it) and

the propensity to export (µ̂−it ) it is possible to perform the Granger causality test. The natural rate of growth

gin is measured as the sum of the labor productivity growth and labor force growth, but these variables are
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available only after 1992, which reduces dramatically the sample per country.31 Thus, an option is to use

a panel structure to get larger sample. In Table 4, the Granger Test is applied on two possibilities: a) giss
and gin in levels and b) their trends are subtracted using Hodrick-Prescott Filter (Hodrick & Prescott, 1981)

to concentrate on a set of more regular movements of the cycle, similar to the other frameworks where

the natural rate is not observable and is estimated on the basis of a regular cycle, a “mean” cycle (short-run

dynamics) (see for example Senay & Mert, 2015; Thirlwall, 2002). 32

It is important to mention that the standard errors used in the Granger Test are robust (Newey-West for

autocorrelation and heteroskedasticity) for two reasons. First, one of the variables was not observable (giss)

and its approximation using Kalman Filter and the super-steady state result (24) or (43)—Thirlwall’s Law, has

still a measurement error that at least increases the variance of the variable (Wooldridge, 2001).33 Second,

using Hodrick-Prescott Filter on series and then applying Granger causality test has potential drawbacks

(see for example Florin, Gross, Pfeifer, Fink, & Timmermann, 2010).34 Then, given that solving explic-

itly this problem is beyond the scope of the study, robust standard errors at least attenuate such potential

disadvantage.

In the context of panel data, regressions are presented with and without fixed effects. In the first col-

umn, Granger tests are performed with the propensities to import and export coming from the Random

Coefficient dynamics. Without considering fixed effects, the natural rate of growth is not Granger-causing

the demand constrained growth in levels and vice-versa. In contrast, in the short-run using both gaps, they

caused each other. Once fixed effect dummies are added to the test, the natural rate of growth causes giss in

levels but its gap do not affect giss gap.

31The frequency of the data used in this sub-section is yearly from 1992-2014.
32Many studies use a process of filtering and Granger causality in network analysis and economic cycle synchronization (see

for example Matesanz et al., 2017), or in the analysis of macroeconomic variables such as prices, industrial production and stock

prices (see for example Gokmenoglu, Azin, & Taspinar, 2015)
33In the worst case scenario, the measurement error could be not random and generate a biased not only an increase in variance.
34Other authors has argued about the validity of using Filtering and Granger causality (see for example Barnett & Seth, 2011).
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Using AR(1) dynamic drops the Granger causality of natural growth to external constrained growth,

but in the short-run a double bidirectional causality holds, before and after fixed effects. In case of using

AR(2) in the latent process (coefficients), only the natural growth causes giss. It is important to consider that

AR(2) may be creating over-fitting problems. In Table B.9, these results are replicated by using the growth

of exports and only one of the propensities (µi) following equation (47) to approximate giss, but none of

the causalities are significant. However, given the limitation of data, these exports correspond to the total

amount sold by each Central American country to all their trade patterns, then it is difficult to control for

the dynamics of all the other countries and may be causing important biases.

In Table B.10, the ADF is used to test for the presence of unit root in the errors of the observation

equation. It is observed that with few exceptions (NIC and SVD exports) the persistence of errors is low,

giving some evidence of cointegration.

In conclusion, throughout the period 1992-2015, it can be said that the supply-driven closure is more

likely to explain the behavior of Central American countries. Also, the importance of the balance of pay-

ments are reflected in a short-run double bidirectional causality from the constrained demand growth and

the natural rate of growth, supporting the relevance of a joint closure like the one derived in Section 4. From

the cointegration with static parameters, gives some evidence of the distributional issues during the CACM,

but this is not clear from the Kalman Filter results. In terms of economic policy, supply seems to be more

important in the long-run, equivalent to a weak evidence of Verdoorn’s Law, which is coherent with the

low weight of manufacturing in Central American economic sectors. In this sense, low productivity seems

to be causing the external unbalances during 1992-2014.

6 Conclusion

The implication of mainstream theories on growth and external sector leads to an implicit supply-driven

closure where demands plays a limited role in economic dynamics. An alternative theoretical framework,

known as heterodox theory, is described based on three principles: distribution of income, preponderance

of demand over supply and the determination of interest rate as a monetary phenomenon, contradicting the

role of prices as a key variable for market clearing.

Setting aside the distributional conflict issues, a fully-demand SFC model with open economy is pre-

sented where prices do not work as market clearing mechanism, its quasi-steady state for small countries

38



(South) implies an unsustainable twin deficit, an increasing debt and a continuous fall of international re-

serves. A recurrent short-run policy reaction is to set a fiscal rule and make spending depend on changes in

reserves. In this way, the fall in government spending deflates the economy and induces an import reduction.

This allows to reach a super-steady state equilibrium with constant stock levels. This implies that market

forces alone would have not led to an equilibrium.

This result seems to differ from orthodox models only in terms of adjusting variables—price and spend-

ing, but an important difference is that in SFC, the choice of a specific short-run closure affects not only

the route to the super-steady state, but also its level. Simulations showed that an austerity fiscal policy

rule, related to changes on international reserves, converge to a lower super-steady state compared with a

second scenario where the developed country shares the cost of adjustment by using expansive fiscal poli-

cies. Indeed, this second scenario results in a better and still sustainable level of economic activities for both

countries (North an South).

To complement the fully-demand led SFC model, supply factors are incorporated. Two closure are

added: a demand-driven closure, based on the interaction of productivity and aggregate demand; and a

supply closure, centered on the changes in the propensity to import caused by labor market bottlenecks and

country dependence on imported inputs for production. The stability of the supply–driven closure depends,

depend on the ratio of exports and the square of the natural level of output. In the case of demand-driven

closure, this range is associated with labor force size. The latter seems at first more likely given the square

term in the supply-driven case.

Moreover, a joint supply-and-demand-driven closure is proposed. This joint closure results in a situation

of multiple equilibria with an inverse relationship between productivity and propensity to import. In terms

of the dynamics, the decomposition of its Jacobian matrix shows a converging eigenvector with a small

range of stability and a second one with an eigenvalue equal to one. In addition, some simulations with SFC

and the two closures show the importance of the level of stock on the choice of short-run adjustment policy

given the risk of a “default”. The policy implications of these two closures are exemplified with a debate

on whether the persistent external deficits are due to a lack of productivity or if it is the structural deficits

create an insufficient demand and generate a negative influence on productivity.

In the case of Central American was taken as a study case. In this sense, Central America is a convenient

study case since it allows to interpret different historical periods through the lens of SFC model and the
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added closures (e.g. CACM and liberalization process).

The 90’s characterized by liberalization policies and strong fiscal adjustment similar to the austerity fiscal

measures in SFC open economy model. In terms of closures, it could be argued that international compe-

tition during this period of liberalization reveals the true propensities to import hidden by protectionist

measures. From a supply drive perspective, the results of the TVP model show important variation of

propensities to import during this period, specially in NIC and SVD, potentially caused by the excess of

demand adjustment and low productivity.

For this second period the data allow to approximate the natural rate of growth, and the externally

constrained growth. Then, a Granger causality test was run in a panel framework, obtaining significant

results at 10% in favor of a supply closure for long run movements and a joint closure during business cycles.

Although the evidence is still weak, probably due to sample size and the short period considered, the results

reinforce the importance of joint closures and the study of the combination of orthodox and heterodox

adjustment, such as in SFC framework.

On the other hand, to the extent of the literature reviewed, the empirical strategy used for testing the

causality of the unobservable growth constrained by external demand, and the natural rate of growth is an

innovative way for the current purpose of evaluating two closures in a heterodox framework, but also it

can be used to inspect natural rate of growth endogeneity. Therefore, the addition of supply and demand

closures to SFC models seems important from a theoretical and empirical perspective. More research is

suggested to extend the econometric results for developed countries and for multi-country theoretical SFC

models.
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Appendix A Bayesian Estimation and Kalman Filter

A.1 Basic Kalman Filter

Following Kim and Nelson (1999), Kalman Filter relates two main equations:

Yt = HtBt + At · zt + et, var(et) = Rt

Bt = mt + FtBt−1 + υt, var(υt) = Qt,
(48)

where the first one is called observation equation and the second one is the transition equation or state

equation. The Filter establishes a relationship between observable variables (i.e Yt and Xt), a not observ-

able variable (i.e Bt) and a set of parameter that relates these variables (Ft, mt and Ht). This connection is

achieved based on an algorithm that sequentially update a linear projection (Hamilton, 1994). It is important

to mention that these equations are not correlated given that cov(et, υt) = 0.

For this specific work, Kalman Filter is used to estimate a Time Varying Parameter (TVP) Model. Following

the same notation of Section 5.1, the export equation to estimate for a country i is:

log(xit) = log(Ax,t) + ηit · [log(P i
t )− log(P−it )− log(xrt)]

+ µ−it · log(Y −it ) + αit · log(ToT i) + u
(49)

For a state-space representation that takes into account three alternatives of state equation: Random

parameters, AR(1) and AR(2), if βit = [log(Aix,t), ηit, µ−it , αit]′, Yt = log(xit), Ht = [1, log(P i
t ) − log(P−it ) −

log(xrt), log(Y −it ), log(ToT i), 0, 0, 0, 0], (49) becomes:

Yt = Ht

 βit

βit−1

+ et, var(et) = Rt (50)

 βit

βit−1

 =

ci
0

+

φi1,1 φi1,2

1 0


βit−1

βit−2

+

νit
0

 ,
var(νit) 0

0 0

 , (51)

where compare with 48, Bt = [βit , βit−1]′, m = [ci, 0]′, vec(F ) = [φi1,1, 1, φi1,2, 0]′, υ = [νit , 0]′ and

vec(Q) = [var(νit), 0, 0, 0]′, which can be simplified again to:35

35The same representation and estimation process is applied to the import equation (45).
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Yt = HtBt + et, var(et) = R

Bt = m+ FBt−1 + νt, var(νt) = Q
(52)

Based on this representation, the set of equations for update the linear projection are presented by Hamil-

ton (1994):

Bt|t−1 = m+Bt−1|t−1

Pt|t−1 = FPt−1|t−1F
′ +Q

ηt|t−1 = Yt −HBt|t−1

ft|t−1 = HPt|t−1H
′ +R

Bt|t = Bt|t−1 +Kηt|t−1

Pt|t = Pt|t−1 −KHPt|t−1,

(53)

where Kt = Pt t−1H
′f−1
t t−1. In general, Bt|t−1 is the linear projection of the unobservable element, and Pt|t−1

its Mean Square Error (MSE). After observing the forecasting error in the projection ηt|t−1 (and its variance

ft|t−1), Bt|t and Pt|t update the initial projection and MSE. To start the filtering, the initial point should be

specified B0|0 and P0|0. This could be the mean and variance of the series, but in case of non-stationarity

series, it is better to establish any initial B0|0 with high variance P0|0, for expressing the higher uncertainty

(Blake & Mumtaz, 2012).

A.2 Bayesian Estimation

Bayesian estimation is based on a subjective concept of probability. Contrary to maximum likelihood es-

timator, its main components are not only the likelihood but a prior distribution that represents a prior

belief on the parameters to estimate. Combined through Bayes theorem, these components produce a pos-

terior distribution of the parameters, meaning a modification of prior beliefs based on the evidence of data

(likelihood). In this sense, differing from frequentist approach where there is a population parameter that

is approximated through a sample model, Bayesian Estimation is a continuous update of beliefs (Lancaster,

2004). For instance, Blake and Mumtaz (2012) provide an example for a linear regression with a dependent
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variable Yt and a set of independent variables Xt:

Yt = βXt + νt; νt ∼ N (0, σ2) (54)

From Bayes’ theorem, the posterior distribution of the parameters H(β, σ2|Yt) would be given by:

H(β, σ2|Yt) = F (Yt)× P (β0, σ
2
0)

F (Y ) ∝ F (Yt)× P (β0, σ
2
0), (55)

where F (Yt) is the likelihood function, P (β0, σ
2
0) is the joint prior distribution. In the denominator, F (Y )

is constant fo secondary importance for calculating moments of the posterior distribution.

However, the interest should be centered on H(β|Yt) and H(σ2|Yt). Instead of integrating H(β, σ2|Yt) to

obtain these results, Gibbs sampling could be a method to obtain the marginal posteriors, conditional just

in the data(Yt). The inputs for the Gibbs sampling are:

1. The Posterior distribution of β assuming σ2 is known:

H(β|σ2, Yt) ∼ N (M∗, V ∗)

M∗ = (Σ−1
0 + 1

σ2X
T
t Xt)−1(Σ−1

0 β0 + 1
σ2X

T
t Yt)

V ∗ = (Σ−1
0 + 1

σ2X
T
t Xt)−1,

(56)

Using a normal prior of the parameters, β0 is the mean prior and Σ0 its prior variance covariance

matrix.

2. The Posterior distribution of σ2 assuming β is known.

H( 1
σ2 |β, Yt) ∼ Ga(T1, θ1)

T1 = T0 + T

2

θ1 = θ0 + (Yt − βtXt)T (Yt − βtXt)
2

(57)

In this case, a gamma prior (Ga(T0, θ0)) is specified for the inverse of the variance and T1 and θ1 are

the shape and scale parameter of the posterior gamma distribution, respectively, .
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A.3 Gibbs Sampling

As it was stated before, Gibbs sampling supposes an initial joint distribution:

f(x1, x2),

x1 and x2 and the objective is to get the marginal distributions:

f(xi), i = 1, 2.

Following Blake and Mumtaz (2012), the algorithm would be:

1. Specify starting values, where the superindex is represents a draw:

x0
1, x

0
2

2. Sample x1
1 from f(x1|x0

2):

f(x1
1|x0

2)

3. Sample x1
2 from f(x1

2|x1
1):

f(x1
2|x1

1)

4. Repeat steps 1-3 until convergence.

In this way, marginal distributions are obtained f(xi) for i = 1, 2, H(β|Yt) and H(σ2|Yt) for the specific

case of Bayesian estimation.

A.4 Basic Algorithm

In this work Mumtaz and Blake’s (2012) code was modified to estimate F , since they assumed a random

walk for all parameters, and for the estimation of AR(2) more steps were added given the non-invertibility

of Q, both changes following Kim and Nelson (Kim & Nelson, 1999) description of the steps. In general,

the main objective of the algorithm is to combine Kalman Filter, Bayesian Estimation and Gibbs Sampling

meaning that: now the Bayesian method is applied on an unobservable variable (Bt) that is generated by

the Kalman Filter and at the same time the Kalman filter will use parameters (m and F ) estimated by the

Bayesian method, iterated using Gibbs sampling.

However, there are other assumptions and details needed before presenting the steps:
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1. et and υt are independent and normally distributed, with zero mean and variance R and Q, respec-

tively.

2. To be able to sample from the unobservable variable βt of the Kalman Filter, its joint distribution

is needed. Assuming an AR(1) βt as an example, but its is similar for the rest of cases (i.e. Random

Coefficients and AR(2)), and following Kim and Nelson (1999):

H(β1, ..., βT |Y1, ..., YT ) = H(βT |Y1, ..., YT )
T−1∏
t=1

H(βt|βt+1, Y1, ..., YT ) (58)

3. Given that et and νt are independent and normally distributed:

H(βT |Y1, ..., YT ) ∼ N (βT |T , PT |T )

H(βt|βt+1, Y1, ..., YT ) ∼ N (βt|t,βt+1 , Pt|t,βt+1)
(59)

4. The mean and variance of the second distribution is hard to find, but using Carter and Kohn’s (1994)

argument, Kalman Filter can be applied backward as in a smoothing process, updating with βt+1:

βt|t,βt+1 = βt|t + Pt|tF
T (FPt|tF T +Q)−1(βt+1 − µ− Fβt|t)

Pt|t,βt+1 = Pt|t − Pt|tF T (FPt|tF T +Q)−1FPt|t

(60)

Based on these assumptions the general steps followed by the algorithm used are:

1. All variables are standardized to avoid potential problems of scaling.

2. Set priors for the parameters of interest: F , µ, R and Q. In the case of µ and F , the first one is

assumed to be zero in AR(1) case and for F prior distribution is a normal distribution with mean zero

and variance one for all parameters. For R and Q, their priors are based on an Ordinary Least Square

regression with a dummy sample of 15 observations including the regressors of Ht, and recovering

the variance of the residuals and the variance-covariance matrix, this last one scaled by a factor τ =

3.510E − 4 as signal of imprecision.

3. Set output matrices for the results.

4. Set initial values for the Kalman filter (β0|0 and P0|0), which are going to remain fix through the

iterations, corresponding in the both cases to the regression of the dummy sample of step 2.

50



5. Set initial parameters for µ, F , Q and R. Those are equal to the prior distributions chosen. Also, the

number of iterations is set at 110,000 with a burning sample of 109,000.

6. Given the initial points β0|0 and P0|0, and initial values for the parameters, the Kalman filter is run and

saved, following equation 53.

7. Once βT |T and PT |T are obtained through the Kalman Filter, it is possible to sample the last observa-

tion from:

H(βT |Y1, ..., YT ) ∼ N (βT |T , PT |T ) (61)

8. Then, the backward procedure of Carter and Khon (see equation 60) is applied to get βT−1|T−1,βT
and

PT−1|T−1,βT
, where βT has been randomly generated and βT−1|T−1 and PT−1|T−1 are taken from the

Kalman Filter results of Step 6. Now, it is possible to sample from:

H(βT−1|βT , Y1, ..., YT ) ∼ N (βT−1|T−1,βT
, PT−1|T−1,βT

) (62)

This procedure continues until it arrives to t = 1 in order to generate a complete random draw of βt

from its joint normal distribution.

9. Next, with βt generated randomly from its joint distribution, Gibbs sampling can be applied. For the

case of F , it is sampled from:

H(F |Q, βt) ∼ N (M∗, V ∗), (63)

During this sampling a control for the stability condition of AR(1) is set, if not the invertibility of Q

or P can be affected.

10. Similarly R and Q are sampled from an inverse gamma using residuals et and υt generated with the

output of Step 8 and Step 9, respectively, and shape parameter T + T0, where T0 = 0, given that the

dummy sample is included into the estimation due to the small sample size.

11. Iterating step 6-10, replacing the parameters and the filter results and saving them just after the burning

repetitions, allows to obtain the posterior distribution of F , Q, R and βt for t = 1, ..., T .
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Appendix B Tables

Table B.1: Simulations in a SFC Model with Open Economy

Parameters Base Scenario 1 Scenario 2

αN1 0.60 0.60 0.60

αS1 0.70 0.70 0.70

αN2 0.40 0.40 0.40

αS2 0.30 0.30 0.30

λN0 0.64 0.64 0.64

λS0 0.67 0.67 0.67

λN1 5.00 5.00 5.00

λS1 6.00 6.00 6.00

λN2 0.01 0.01 0.01

λS2 0.07 0.07 0.07

µN 0.19 0.19 0.19

µS 0.19 0.30 0.30

θN 0.20 0.20 0.20

θS 0.20 0.20 0.20

ḠN 20.00 20.00 30.00

ḠS 20.00 20.00 20.00

ϕN - 0.25 -

ϕS - 0.25 -

52



Ta
bl

e
B.

2:
U

ni
tR

oo
tT

es
t:

A
ug

m
en

te
d

D
ic

ke
y

Fu
lle

r(
A

D
F)

an
d

C
le

m
en

te
-M

on
ta

ñe
z-

R
ey

es
(C

M
R

)

Va
r

C
ou

nt
ry

A
D

F
C

M
R

Le
ve

ls
Fi

rs
tD

iff
.

Le
ve

ls
Fi

rs
tD

iff
.

Le
ve

ls
Fi

rs
tD

iff
.

R
es

ul
t

C
C

&
T

C
t s

ta
t

d
a
te

t s
ta

t
d
a
te

t s
ta

t
d
a
te

1
d
a
te

2
t s

ta
t

d
a
te

1
d
a
te

2

lo
g(
Y

)

N
IC

0.
58

9
0.

61
1

0.
00

0
-3

.2
14

20
07

**
*

-2
.9

80
19

77
**

*
-1

.9
09

19
75

**
*

20
01

**
*

-9
.2

98
19

77
**

*
19

91
**

*
I
(1

)
H

O
N

0.
57

5
0.

16
8

0.
00

0
-2

.1
30

19
97

**
*

-6
.6

20
19

80
**

-2
.6

69
19

79
**

*
19

99
**

*
-6

.6
01

19
76

19
80

*
I
(1

)
PA

N
0.

94
0

0.
51

9
0.

00
0

-2
.2

93
20

07
**

*
-6

.2
48

19
86

-2
.8

78
19

83
**

*
20

09
**

*
-7

.0
91

19
78

19
86

I
(1

)
C

R
0.

36
1

0.
14

6
0.

00
0

-2
.1

81
19

94
**

*
-6

.7
32

19
80

**
-2

.5
59

19
80

**
*

19
99

**
*

-8
.0

10
19

80
**

*
19

84
**

*
I
(1

)
G

T
M

0.
61

2
0.

30
1

0.
04

1
-2

.2
62

19
98

**
*

-4
.0

24
19

80
**

*
-2

.7
82

19
75

**
*

19
99

**
*

-8
.0

63
19

79
**

*
19

86
**

*
I
(1

)
SV

D
0.

35
6

0.
05

6
0.

01
5

-2
.7

44
19

96
**

*
-5

.2
74

19
78

**
*

-3
.6

61
19

73
**

*
19

96
**

*
-4

.9
17

19
76

**
*

19
84

**
*

I
(2

)

lo
g
(m

)

N
IC

0.
82

3
0.

41
2

0.
00

0
-2

.6
92

19
98

**
*

-4
.1

17
19

65
-3

.7
37

19
95

**
*

20
07

**
*

-9
.6

01
19

93
*

19
97

I
(1

)
H

O
N

0.
29

0
0.

01
9

0.
00

0
-2

.8
61

19
98

**
*

-7
.4

31
19

80
*

-3
.3

98
19

74
**

*
19

99
**

*
-8

.7
26

19
69

19
80

I
(1

)
PA

N
0.

73
5

0.
03

0
0.

00
0

-2
.2

43
19

92
**

*
-7

.1
70

19
89

-3
.0

90
19

86
**

*
20

06
**

*
-7

.5
66

19
89

20
01

I
(1

)
C

R
0.

67
2

0.
11

8
0.

00
0

-2
.3

56
19

94
**

*
-5

.9
51

19
79

-2
.8

81
19

73
**

*
19

94
**

*
-7

.6
10

19
79

**
*

19
84

**
*

I
(1

)
G

T
M

0.
78

5
0.

61
3

0.
00

0
-2

.8
99

19
94

**
*

-4
.1

52
19

80
-3

.0
88

19
94

**
*

20
08

**
-4

.4
08

19
79

**
*

19
84

**
*

I
(1

)
SV

D
0.

73
2

0.
52

6
0.

00
0

-3
.4

82
19

96
**

*
-5

.9
67

19
80

-3
.1

84
19

74
**

*
19

94
**

*
-5

.7
23

19
78

**
*

19
80

**
*

I
(1

)

lo
g(
x

)

N
IC

0.
93

3
0.

94
1

0.
00

0
-2

.9
76

20
01

**
*

-4
.9

38
19

78
-3

.4
87

19
97

**
*

20
07

**
*

-5
.7

68
19

77
**

*
19

87
**

*
I
(1

)
H

O
N

0.
21

6
0.

10
8

0.
00

0
-2

.7
35

20
03

**
*

-6
.4

08
19

68
**

-3
.1

07
19

75
**

*
20

02
**

*
-5

.6
35

19
67

**
20

07
I
(1

)
PA

N
0.

74
9

0.
04

0
0.

00
0

-2
.6

55
20

04
**

*
-7

.3
75

19
89

-3
.0

68
19

81
**

*
20

06
**

*
-8

.1
00

19
89

20
01

I
(1

)
C

R
0.

23
5

0.
78

2
0.

00
6

-2
.3

40
19

92
**

*
-4

.3
47

19
66

-2
.8

41
19

73
**

*
19

94
**

*
-8

.1
73

19
72

**
19

87
I
(1

)
G

T
M

0.
26

6
0.

23
7

0.
00

0
-2

.8
39

19
96

**
*

-2
.9

22
19

75
**

-3
.2

42
19

70
**

*
19

96
**

*
-4

.4
61

19
78

**
*

19
86

**
*

I
(2

)
SV

D
0.

71
8

0.
71

0
0.

00
0

-3
.4

40
19

96
**

*
-6

.4
07

19
80

-3
.6

82
19

94
**

*
20

01
**

*
-2

.9
94

19
77

19
89

**

lo
g(
T
o
T

)

N
IC

0.
01

9
0.

02
4

0.
00

0
-3

.4
83

19
85

**
*

-5
.4

68
19

85
-3

.0
13

19
85

19
90

**
*

-3
.8

08
19

85
*

19
90

*
I
(1

)
H

O
N

0.
01

2
0.

05
1

0.
00

0
-2

.8
96

19
72

*
-6

.8
79

19
75

-3
.5

44
19

82
**

*
19

85
**

*
-4

.3
45

19
79

19
84

I
(1

)
PA

N
0.

26
8

0.
49

6
0.

00
0

-3
.3

57
19

77
**

*
-8

.4
73

19
75

-4
.1

05
19

76
**

*
19

82
**

*
-9

.1
39

19
73

**
*

19
79

**
I
(1

)
C

R
0.

01
6

0.
04

5
0.

00
0

-4
.6

03
19

72
**

*
-4

.6
72

19
75

-4
.8

92
19

72
**

*
20

03
**

-4
.8

34
19

75
19

84
I
(1

)
G

T
M

0.
35

3
0.

85
9

0.
00

0
-2

.8
86

19
68

**
*

-6
.6

46
19

84
-4

.4
78

19
75

**
*

19
94

**
*

-4
.8

23
19

75
19

82
I
(1

)
SV

D
0.

00
4

0.
02

1
0.

00
0

-4
.7

62
19

75
-9

.2
20

19
75

-4
.9

94
19

75
20

05
**

-9
.7

12
19

75
19

84
I
(0

)

lo
g(
R
E
R

)

N
IC

0.
85

2
0.

85
3

0.
00

0
-3

.9
17

19
89

**
*

-3
.2

36
19

86
-6

.2
03

19
85

**
*

19
89

**
*

-0
.0

94
19

86
**

*
19

92
**

*
I
(0

)
H

O
N

0.
33

2
0.

64
8

0.
00

0
-3

.3
43

19
92

**
*

-2
.6

32
19

88
-5

.2
73

19
91

**
*

19
99

**
*

-2
.5

82
19

77
19

88
I
(1

)
PA

N
0.

48
7

0.
98

1
0.

09
1

-2
.0

53
19

92
**

*
-4

.9
86

20
04

**
*

-3
.4

98
19

80
**

*
19

92
**

*
-3

.6
75

19
72

20
04

**
*

I
(1

)
C

R
0.

28
3

0.
85

0
0.

00
0

-0
.6

96
19

78
**

*
-4

.1
73

19
79

-9
.0

79
19

78
**

*
20

09
**

*
-1

7.
28

6
19

79
20

08
I
(0

)
G

T
M

0.
37

9
0.

78
2

0.
00

0
-2

.0
65

20
12

**
*

-6
.1

30
19

84
-2

.0
35

19
83

**
*

20
05

**
*

-3
.9

77
19

83
**

19
88

**
*

I
(1

)
SV

D
0.

90
2

0.
66

7
0.

00
0

-3
.4

04
19

84
**

*
-8

.6
98

19
73

**
-4

.0
98

19
84

**
*

19
97

**
*

-8
.5

35
19

73
**

*
19

87
I
(1

)

C
ri

tic
al

Va
lu

e
(5

%
)

-3
.5

60
-3

.5
60

-5
.4

90
-5

.4
90

N
ot

e:
A

ut
ho

r’s
ca

lc
ul

at
io

ns
ba

se
d

on
W

D
Ia

nd
M

ox
LA

D
D

at
ab

as
e.

Si
gn

ifi
ca

nc
e

le
ve

l:
**

*
1%

,*
*

al
5%

,*
10

%
.C

:C
on

st
an

tA
D

F,
C

&
T

:C
on

st
an

ta
nd

Tr
en

d
A

D
F

(p
-v

al
ue

s

re
po

rt
ed

fo
rA

D
F)

an
d

C
M

R
te

st
sa

re
al

lw
ith

a
co

ns
ta

nt
an

d
w

ith
on

e
or

tw
o

du
m

m
ie

sf
or

st
ru

ct
ur

al
br

ea
ks

(t-
st

at
re

po
rt

ed
).

53



Ta
bl

e
B.

3:
C

oi
nt

eg
ra

tio
n

of
Ex

po
rt

sE
qu

at
io

n
Tw

o-
St

ep
En

gl
e-

G
ra

ng
er

1

Va
ri

ab
le

s
N

ic
ar

ag
ua

H
on

du
ra

s
Pa

na
m

a

1
2

1
2

1
2

lo
g(
Y

)
3.

48
27

**
*

2.
26

70
**

*
0.

98
44

**
*

0.
96

72
**

*
2.

29
43

**
*

1.
45

27
**

*

0.
2

0.
27

0.
06

0.
07

0.
16

0.
14

C
A
C
M
·l

og
(Y

)
-1

.8
03

2*
**

-0
.4

76
5*

0.
81

31
**

*
0.

77
62

**
*

-0
.1

63
9

0.
16

56

0.
23

0.
27

0.
09

0.
09

0.
13

0.
19

lo
g(
T
o
T

)
-0

.6
54

8*
**

0.
00

21
-0

.4
92

6*
**

-0
.6

58
1*

**
-0

.1
40

7
-0

.9
29

4

0.
2

0.
24

0.
17

0.
16

0.
45

0.
6

lo
g(
R
E
R

)
0.

10
57

**
*

-0
.1

60
8*

**
-1

.9
03

0*
**

0.
02

0.
06

0.
3

∆
lo

g(
Y

)
1.

41
75

1.
07

12
1.

85
70

**
*

1.
94

13
**

*
-0

.7
74

6
-1

.2
20

2*

1.
06

1.
13

0.
59

0.
58

0.
84

0.
66

∆
lo

g(
T
o
T

)
-0

.3
93

8*
**

-0
.1

57
1

-0
.5

44
0*

**
-0

.5
52

1*
**

-0
.1

86
7

-0
.4

52
7

0.
08

0.
13

0.
12

0.
13

0.
54

0.
51

∆
lo

g(
R
E
R

)
0.

07
08

**
*

-0
.0

46
7

-1
.1

82
6

0.
01

0.
04

0.
73

R
es
id

−
1

-0
.1

76
2*

*
-0

.1
09

8
-0

.3
57

2*
**

-0
.3

00
8*

**
-0

.4
24

3*
**

-0
.2

90
7*

**

0.
08

0.
07

0.
1

0.
11

0.
11

0.
08

C
A
C
M

54
.0

32
1*

**
-0

.0
02

5
15

.1
60

6*
0.

02
65

-2
3.

75
27

**
*

0.
02

84
-2

2.
64

06
**

*
0.

02
7

4.
76

44
0.

03
64

-4
.6

72
9

0.
04

45
*

6.
86

0.
03

8.
15

0.
03

2.
68

0.
02

2.
79

0.
02

3.
72

0.
03

5.
58

0.
03

C
on

st
an

t
-8

0.
91

91
**

*
0.

02
27

-4
7.

14
90

**
*

0.
00

84
-4

.8
80

6*
**

-0
.0

28
3

-3
.6

14
4*

-0
.0

30
6*

-4
5.

36
20

**
*

0.
07

54
**

-1
6.

28
72

**
*

0.
07

26
**

*

5.
86

0.
04

8.
49

0.
04

1.
78

0.
02

1.
85

0.
02

5.
15

0.
03

3.
97

0.
03

N
56

55
56

55
56

55
56

55
55

54
55

54

R
2

0.
93

45
0.

31
12

0.
86

64
0.

16
11

0.
97

55
0.

45
12

0.
97

29
0.

42
04

0.
96

55
0.

27
56

0.
94

04
0.

26
32

A
IC

-1
7.

13
83

-7
7.

01
3

20
.8

16
2

-6
8.

17
08

-1
04

.6
27

-1
40

.7
73

-1
00

.9
7

-1
39

.7
69

-5
7.

47
6

-9
1.

12
32

-2
9.

37
19

-9
2.

20
3

BI
C

-4
.9

86
2

-6
4.

96
9

30
.9

43
-5

8.
13

42
-9

2.
47

48
-1

28
.7

29
-9

0.
84

33
-1

29
.7

32
-4

5.
43

2
-7

9.
18

92
-1

9.
33

52
-8

2.
25

81

N
ot

e:
A

ut
ho

r’s
ca

lc
ul

at
io

ns
ba

se
d

on
W

D
Ia

nd
M

ox
LA

D
D

at
ab

as
e.

Si
gn

ifi
ca

nc
e

le
ve

l:
**

*
1%

,*
*

al
5%

,*
10

%
.C

oe
ff.

/R
ob

us
tS

ta
nd

ar
d

Er
ro

rs
.T

he
va

ri
ab

le
lo

g(
Y

)i
st

he
lo

g
of

U
S

G
D

P.

54



Ta
bl

e
B.

4:
C

oi
nt

eg
ra

tio
n

of
Ex

po
rt

sE
qu

at
io

n
Tw

o-
St

ep
En

gl
e-

G
ra

ng
er

2

Va
ri

ab
le

s
C

os
ta

R
ic

a
G

ua
te

m
al

a
El

Sa
lv

ad
or

1
2

1
2

1
2

lo
g(
Y

)
2.

30
83

**
*

2.
33

46
**

*
0.

95
56

**
*

0.
99

63
**

*
2.

62
28

**
*

1.
95

90
**

*

0.
04

0.
04

0.
17

0.
21

0.
33

0.
16

C
A
C
M
·l

og
(Y

)
-0

.0
17

3
-0

.0
74

9
1.

10
77

**
*

1.
06

71
**

*
-1

.1
89

5*
*

-0
.3

62
3*

0.
1

0.
11

0.
3

0.
36

0.
49

0.
2

lo
g(
T
o
T

)
-0

.5
62

8*
**

-0
.5

54
0*

**
0.

29
47

0.
40

18
-0

.1
75

1
-0

.2
70

8*

0.
15

0.
15

0.
29

0.
36

0.
17

0.
15

lo
g(
R
E
R

)
-0

.1
77

0*
**

-0
.3

85
1*

**
0.

85
03

*

0.
04

0.
09

0.
45

∆
lo

g(
Y

)
1.

77
99

**
*

1.
76

72
**

*
0.

71
21

*
0.

60
65

*
1.

91
26

**
*

1.
63

35
**

0.
31

0.
3

0.
4

0.
34

0.
64

0.
64

∆
lo

g(
T
o
T

)
-0

.3
53

0*
**

-0
.3

45
8*

**
-0

.1
06

9
-0

.1
42

9
-0

.2
31

9*
**

-0
.2

31
1*

**

0.
08

0.
07

0.
12

0.
15

0.
09

0.
08

∆
lo

g(
R
E
R

)
-0

.0
27

5
-0

.3
50

5*
*

0.
25

25

0.
04

0.
13

0.
28

R
es
id

−
1

-0
.1

88
6*

*
-0

.1
91

9*
*

-0
.4

23
2*

**
-0

.3
40

1*
**

-0
.2

79
8*

**
-0

.2
75

8*
**

0.
08

0.
08

0.
12

0.
08

0.
09

0.
09

C
A
C
M

0.
62

73
0.

00
14

2.
41

54
0.

00
16

-3
2.

38
93

**
*

0.
04

32
**

-3
1.

13
73

**
*

0.
04

14
**

35
.5

47
3*

*
0.

00
74

11
.4

87
9*

0.
02

1

3.
01

0.
01

3.
24

0.
01

8.
84

0.
02

10
.6

8
0.

02
14

.3
4

0.
03

6.
07

0.
03

C
on

st
an

t
-4

4.
18

58
**

*
0.

01
05

-4
5.

04
28

**
*

0.
01

05
-7

.2
36

5*
0.

00
17

-9
.0

15
8*

0.
00

57
-5

6.
37

45
**

*
-0

.0
15

6
-3

5.
80

20
**

*
-0

.0
16

1.
35

0.
01

1.
31

0.
01

4
0.

01
4.

95
0.

01
10

.4
5

0.
02

4.
82

0.
02

N
56

55
56

55
56

55
56

55
56

55
56

55

R
2

0.
99

49
0.

47
38

0.
99

46
0.

47
83

0.
97

14
0.

42
07

0.
95

61
0.

40
49

0.
93

04
0.

31
7

0.
91

93
0.

33
26

A
IC

-1
13

.6
02

-1
72

.4
72

-1
12

.3
51

-1
74

.9
45

-9
5.

26
09

-1
39

.0
61

-7
3.

30
12

-1
39

.5
77

-2
4.

73
57

-8
7.

99
57

-1
8.

44
32

-9
1.

26
06

BI
C

-1
01

.4
5

-1
60

.4
28

-1
02

.2
25

-1
64

.9
09

-8
3.

10
88

-1
27

.0
17

-6
3.

17
44

-1
29

.5
4

-1
2.

58
36

-7
5.

95
17

-8
.3

16
4

-8
1.

22
4

N
ot

e:
A

ut
ho

r’s
ca

lc
ul

at
io

ns
ba

se
d

on
W

D
Ia

nd
M

ox
LA

D
D

at
ab

as
e.

Si
gn

ifi
ca

nc
e

le
ve

l:
**

*
1%

,*
*

al
5%

,*
10

%
.C

oe
ff.

/R
ob

us
tR

ob
us

tS
ta

nd
ar

d
Er

ro
rs

.T
he

va
ri

ab
le

lo
g(
Y

)i
st

he
lo

g
of

U
S

G
D

P.

55



Ta
bl

e
B.

5:
C

oi
nt

eg
ra

tio
n

of
Im

po
rt

Eq
ua

tio
n

Tw
o-

St
ep

En
gl

e-
G

ra
ng

er
1

Va
ri

ab
le

s
N

ic
ar

ag
ua

H
on

du
ra

s
Pa

na
m

a

1
2

1
2

1
2

lo
g(
Y

)
1.

97
93

**
*

2.
23

27
**

*
1.

06
36

**
*

1.
06

03
**

*
0.

97
03

**
*

1.
00

50
**

*

0.
07

0.
09

0.
05

0.
05

0.
05

0.
04

C
A
C
M
·l

og
(Y

)
-0

.7
36

8*
**

-1
.0

54
4*

**
0.

40
74

**
*

0.
39

57
**

*
0.

08
67

0.
07

87

0.
1

0.
12

0.
11

0.
1

0.
06

0.
05

lo
g(
T
o
T

)
0.

18
08

-0
.2

51
9*

*
0.

23
7

0.
17

22
0.

42
69

0.
59

27
*

0.
12

0.
11

0.
16

0.
12

0.
32

0.
33

lo
g(
R
E
R

)
-0

.0
42

0*
**

-0
.0

62
1

0.
17

86

0.
01

0.
05

0.
18

∆
lo

g(
Y

)
1.

56
49

**
*

1.
25

62
**

*
1.

73
27

**
*

1.
72

10
**

*
1.

98
58

**
*

2.
00

55
**

*

0.
42

0.
35

0.
5

0.
46

0.
24

0.
2

∆
lo

g(
T
o
T

)
0.

11
43

0.
01

14
0.

02
36

0.
01

15
0.

04
78

0.
07

43

0.
1

0.
19

0.
14

0.
14

0.
41

0.
39

∆
lo

g(
R
E
R

)
-0

.0
43

8*
*

0.
01

8
0.

31
27

0.
02

0.
07

0.
61

R
es
id

−
1

-0
.5

49
6*

**
-0

.1
66

9
-0

.4
81

0*
**

-0
.4

77
8*

**
-0

.5
26

0*
**

-0
.5

21
5*

**

0.
15

0.
12

0.
12

0.
12

0.
13

0.
14

C
A
C
M

16
.2

74
7*

**
-0

.0
19

4
23

.1
14

5*
**

-0
.0

27
3

-8
.8

21
5*

**
0.

02
04

-8
.5

49
0*

**
0.

02
1

-1
.8

-0
.0

03
6

-1
.6

67
8

-0
.0

04
6

2.
31

0.
03

2.
74

0.
04

2.
37

0.
02

2.
26

0.
02

1.
29

0.
02

1.
25

0.
02

C
on

st
an

t
-2

3.
88

73
**

*
0.

01
2

-2
7.

73
41

**
*

0.
03

12
-2

.9
63

0*
**

-0
.0

30
2

-2
.5

94
7*

*
-0

.0
3

-1
.5

68
6

-0
.0

53
2*

**
-3

.1
61

1
-0

.0
50

4*
**

1.
51

0.
02

1.
97

0.
03

1.
08

0.
02

1.
06

0.
02

2
0.

02
1.

96
0.

02

N
56

55
56

55
56

55
56

55
55

54
55

54

R
2

0.
97

9
0.

47
08

0.
95

31
0.

24
43

0.
97

85
0.

56
05

0.
97

82
0.

55
56

0.
97

68
0.

60
22

0.
97

63
0.

59
05

A
IC

-7
7.

98
97

-6
9.

24
9

-3
4.

90
03

-5
1.

65
1

-9
7.

78
39

-1
37

.7
87

-9
8.

98
38

-1
39

.1
75

-7
8.

95
5

-1
13

.4
2

-7
9.

80
07

-1
13

.8
49

BI
C

-6
5.

83
76

-5
7.

20
5

-2
4.

77
35

-4
1.

61
43

-8
5.

63
17

-1
25

.7
43

-8
8.

85
7

-1
29

.1
38

-6
6.

91
1

-1
01

.4
86

-6
9.

76
41

-1
03

.9
05

N
ot

e:
A

ut
ho

r’s
ca

lc
ul

at
io

ns
ba

se
d

on
W

D
Ia

nd
M

ox
LA

D
D

at
ab

as
e.

Si
gn

ifi
ca

nc
e

le
ve

l:
**

*
1%

,*
*

al
5%

,*
10

%
.C

oe
ff.

/R
ob

us
tS

ta
nd

ar
d

Er
ro

rs
.T

he
va

ri
ab

le
lo

g(
Y

)i
st

he
lo

g
of

th
e

C
en

tr
al

A
m

er
ic

an
co

un
tr

y
G

D
P.

56



Ta
bl

e
B.

6:
C

oi
nt

eg
ra

tio
n

of
Im

po
rt

Eq
ua

tio
n

Tw
o-

St
ep

En
gl

e-
G

ra
ng

er
2

Va
ri

ab
le

s
C

os
ta

R
ic

a
G

ua
te

m
al

a
El

Sa
lv

ad
or

1
2

1
2

1
2

lo
g(
Y

)
1.

54
54

**
*

1.
51

47
**

*
1.

35
08

**
*

1.
29

65
**

*
2.

15
25

**
*

2.
29

68
**

*

0.
06

0.
05

0.
17

0.
15

0.
12

0.
05

C
A
C
M
·l

og
(Y

)
-0

.0
30

7
0.

02
1

-0
.0

72
8

0.
00

6
-0

.9
30

0*
**

-1
.0

98
8*

**

0.
08

0.
07

0.
26

0.
24

0.
17

0.
1

lo
g(
T
o
T

)
0.

69
53

**
*

0.
67

32
**

*
0.

82
40

**
0.

88
46

**
*

0.
38

71
**

*
0.

40
05

**
*

0.
25

0.
24

0.
32

0.
31

0.
1

0.
1

lo
g(
R
E
R

)
0.

23
06

0.
12

27
-0

.2
02

6

0.
17

0.
11

0.
13

∆
lo

g(
Y

)
2.

56
93

**
*

2.
80

40
**

*
3.

29
77

**
*

3.
51

26
**

*
2.

23
03

**
*

2.
27

46
**

*

0.
28

0.
34

0.
49

0.
55

0.
3

0.
3

∆
lo

g(
T
o
T

)
0.

20
94

**
0.

29
90

**
0.

18
93

0.
19

35
0.

18
23

**
0.

19
30

**
*

0.
08

0.
12

0.
19

0.
2

0.
07

0.
07

∆
lo

g(
R
E
R

)
-0

.1
87

3*
**

0.
00

25
0.

04
51

0.
04

0.
23

0.
19

R
es
id

−
1

-0
.2

53
8*

**
-0

.2
74

3*
**

-0
.3

78
2*

**
-0

.3
62

3*
*

-0
.3

93
5*

**
-0

.3
62

7*
**

0.
06

0.
06

0.
12

0.
15

0.
13

0.
13

C
A
C
M

0.
94

44
-0

.0
21

9
-0

.3
70

2
-0

.0
27

9*
2.

02
42

-0
.0

57
8*

*
0.

12
4

-0
.0

63
2*

*
21

.5
55

8*
**

-0
.0

45
5*

25
.3

52
7*

**
-0

.0
46

9*
*

2
0.

02
1.

63
0.

02
6.

29
0.

02
5.

64
0.

02
3.

78
0.

02
2.

33
0.

02

C
on

st
an

t
-1

7.
42

11
**

*
-0

.0
43

6*
**

-1
6.

55
44

**
*

-0
.0

52
9*

**
-1

3.
27

97
**

*
-0

.0
64

2*
**

-1
2.

22
21

**
*

-0
.0

70
4*

**
-2

9.
98

66
**

*
0.

00
27

-3
3.

48
05

**
*

0.
00

13

1.
98

0.
01

1.
82

0.
02

2.
9

0.
02

2.
37

0.
02

3.
01

0.
02

1.
28

0.
01

N
56

55
56

55
56

55
56

55
56

55
56

55

R
2

0.
98

95
0.

77
67

0.
98

89
0.

73
19

0.
96

61
0.

58
05

0.
96

51
0.

57
46

0.
98

83
0.

69
75

0.
98

76
0.

68
87

A
IC

-8
3.

62
52

-1
68

.5
78

-8
2.

64
81

-1
60

.5
35

-7
0.

73
29

-1
19

.0
62

-7
1.

09
96

-1
20

.2
87

-1
04

.2
53

-1
25

.7
71

-1
02

.9
58

-1
26

.1
89

BI
C

-7
1.

47
31

-1
56

.5
34

-7
2.

52
14

-1
50

.4
99

-5
8.

58
08

-1
07

.0
18

-6
0.

97
29

-1
10

.2
5

-9
2.

10
12

-1
13

.7
27

-9
2.

83
09

-1
16

.1
52

N
ot

e:
A

ut
ho

r’s
ca

lc
ul

at
io

ns
ba

se
d

on
W

D
Ia

nd
an

d
M

ox
LA

D
D

at
ab

as
e.

Si
gn

ifi
ca

nc
e

le
ve

l:
**

*
1%

,*
*

al
5%

,*
10

%
.C

oe
ff.

/R
ob

us
tS

ta
nd

ar
d

Er
ro

rs
.T

he
va

ri
ab

le
lo

g(
Y

)i
st

he
lo

g
of

th
e

C
en

tr
al

A
m

er
ic

an
co

un
tr

y
G

D
P.

57



Table B.7: Bayesian Estimation of the State Equation of Exports

Country Var.
Random Parameters: c AR(1): φ1,1 AR(2): φ1,1 AR(2): φ1,2

Median p.5 p.95 Median p.5 p.95 Median p.5 p.95 Median p.5 p.95

CR

Constant 0.004 -0.077 0.088 0.581 -0.039 0.939 0.663 0.140 1.092 0.025 -0.331 0.360

log(Y ) 1.033 0.883 1.167 0.984 0.948 0.998 0.896 0.591 1.236 0.081 -0.264 0.379

log(ToT ) -0.038 -0.158 0.098 0.343 -0.225 0.794 0.376 -0.182 0.876 -0.020 -0.320 0.319

log(RER) -0.072 -0.191 0.036 0.433 -0.163 0.885 0.585 0.044 1.030 0.002 -0.340 0.368

GTM

Constant 0.055 -0.028 0.145 0.881 0.602 0.978 0.819 0.356 1.215 -0.014 -0.323 0.317

log(Y ) 0.896 0.801 0.999 0.971 0.930 0.996 0.928 0.633 1.272 0.027 -0.309 0.327

log(ToT ) -0.042 -0.162 0.072 0.528 -0.118 0.859 0.447 -0.138 0.966 -0.004 -0.340 0.344

log(RER) -0.171 -0.282 -0.045 0.646 0.109 0.941 0.489 -0.137 0.948 0.021 -0.324 0.336

HON

Constant 0.047 -0.034 0.136 0.821 0.339 0.978 0.730 0.247 1.131 0.047 -0.289 0.354

log(Y ) 0.924 0.786 1.033 0.959 0.907 0.992 0.930 0.630 1.280 0.013 -0.307 0.311

log(ToT ) -0.102 -0.208 0.001 0.387 -0.110 0.813 0.362 -0.216 0.868 -0.019 -0.344 0.315

log(RER) -0.049 -0.171 0.077 0.645 0.051 0.919 0.460 -0.096 0.988 0.002 -0.306 0.304

NIC

Constant 0.006 -0.156 0.195 0.916 0.871 0.973 1.069 0.726 1.397 -0.128 -0.441 0.205

log(Y ) 1.074 0.793 1.395 0.989 0.962 0.999 0.959 0.596 1.315 -0.021 -0.358 0.319

log(ToT ) -0.145 -0.446 0.452 0.472 -0.126 0.837 0.463 -0.033 0.926 0.002 -0.306 0.341

log(RER) 0.434 -0.106 0.730 0.917 0.868 0.958 0.848 0.298 1.234 0.007 -0.313 0.331

PAN

Constant -0.010 -0.094 0.064 0.563 -0.053 0.918 0.649 0.171 1.055 -0.042 -0.360 0.295

log(Y ) 1.439 1.143 1.717 0.982 0.944 0.998 0.948 0.635 1.296 0.022 -0.343 0.336

log(ToT ) -0.031 -0.131 0.063 0.419 -0.246 0.842 0.308 -0.287 0.837 -0.023 -0.336 0.316

log(RER) -0.485 -0.773 -0.208 0.577 -0.043 0.941 0.696 0.031 1.104 -0.012 -0.338 0.324

SVD

Constant -0.069 -0.214 0.070 0.978 0.919 0.999 1.070 0.731 1.367 -0.148 -0.425 0.155

log(Y ) 0.993 0.406 1.478 0.987 0.950 0.999 0.926 0.570 1.260 0.016 -0.308 0.327

log(ToT ) 0.023 -0.194 0.242 0.462 -0.044 0.856 0.443 -0.116 0.944 -0.016 -0.345 0.312

log(RER) 0.189 -0.338 0.610 0.897 0.625 0.990 0.756 0.275 1.153 0.015 -0.306 0.331

Note: Author’s calculations based on WDI and and MoxLAD Database. Number of Iterations 110,000; Burning Sample: 100,000; Median

and credible intervals at 10% are reported. The variable log(Y ) is the log of the Central American country GDP.
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Table B.8: Bayesian Estimation of the State Equation of Imports

Country Var.
Random Parameters: c AR(1): φ1,1 AR(2): φ1,1 AR(2): φ1,2

Median p.5 p.95 Median p.5 p.95 Median p.5 p.95 Median p.5 p.95

CR

Constant -0.002 -0.081 0.083 0.562 -0.017 0.929 0.560 -0.003 0.987 0.007 -0.324 0.318

log(Y ) 1.053 0.948 1.167 0.984 0.951 0.998 0.903 0.575 1.236 0.072 -0.255 0.406

log(ToT ) 0.091 -0.039 0.194 0.365 -0.248 0.824 0.392 -0.202 0.856 -0.020 -0.350 0.357

log(RER) -0.011 -0.135 0.092 0.490 -0.132 0.880 0.508 -0.074 0.936 0.009 -0.328 0.342

GTM

Constant 0.036 -0.052 0.103 0.896 0.407 0.984 0.888 0.381 1.292 -0.046 -0.389 0.277

log(Y ) 1.070 0.976 1.157 0.985 0.958 0.998 0.938 0.609 1.266 0.034 -0.284 0.356

log(ToT ) 0.313 0.199 0.412 0.724 0.166 0.960 0.612 -0.009 1.026 0.010 -0.294 0.342

log(RER) -0.026 -0.135 0.073 0.496 -0.143 0.897 0.475 -0.113 0.951 0.005 -0.312 0.344

HON

Constant 0.033 -0.048 0.108 0.846 0.265 0.975 0.682 0.154 1.102 0.018 -0.301 0.334

log(Y ) 0.957 0.846 1.063 0.965 0.916 0.993 0.943 0.620 1.253 0.017 -0.290 0.328

log(ToT ) 0.055 -0.064 0.157 0.429 -0.177 0.826 0.359 -0.201 0.865 -0.022 -0.344 0.314

log(RER) -0.018 -0.133 0.099 0.670 0.055 0.936 0.597 -0.109 1.041 0.003 -0.330 0.325

NIC

Constant 0.011 -0.065 0.084 0.880 0.859 0.904 0.877 0.532 1.251 -0.007 -0.331 0.291

log(Y ) 0.671 0.581 0.774 0.983 0.947 0.999 0.920 0.601 1.258 0.027 -0.308 0.334

log(ToT ) 0.112 -0.038 0.240 0.545 -0.051 0.893 0.428 -0.148 0.903 0.006 -0.316 0.328

log(RER) -0.513 -0.649 -0.409 0.888 0.867 0.914 0.857 0.538 1.224 0.017 -0.298 0.308

PAN

Constant 0.003 -0.077 0.082 0.566 0.017 0.907 0.565 0.069 1.041 -0.019 -0.356 0.303

log(Y ) 0.951 0.764 1.180 0.981 0.947 0.997 0.910 0.572 1.252 0.070 -0.271 0.399

log(ToT ) 0.045 -0.050 0.139 0.417 -0.160 0.851 0.463 -0.100 0.919 -0.026 -0.384 0.304

log(RER) 0.038 -0.187 0.197 0.550 -0.086 0.926 0.565 0.005 1.032 0.011 -0.330 0.359

SVD

Constant -0.027 -0.106 0.055 0.665 -0.050 0.921 0.615 0.121 1.050 0.010 -0.308 0.343

log(Y ) 0.908 0.760 1.080 0.985 0.956 0.999 0.903 0.560 1.257 0.076 -0.278 0.423

log(ToT ) 0.066 -0.054 0.191 0.291 -0.308 0.784 0.293 -0.300 0.816 -0.011 -0.344 0.310

log(RER) -0.128 -0.257 0.023 0.563 -0.178 0.923 0.628 0.015 1.059 0.024 -0.320 0.351

Note: Author’s calculations based on WDI and and MoxLAD Database. Number of Iterations 110,000; Burning Sample: 100,000; Median

and credible intervals at 10% are reported. The variable log(Y ) is the log of the US’ GDP.
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Table B.10: Unit Root Test on Observation Equations’ Residuals

Country
Exports Imports

Rand. P. AR(1) AR(2) Rand. P. AR(1) AR(2)

CR -2.98*** -4.35*** -4.33*** -2.56** -4.01*** -4.15***

GTM -2.37** -5.88*** -6.06*** -4.29*** -6.57*** -7.11***

HON -3.01*** -3.78*** -3.83*** -3.35*** -4.48*** -4.24***

NIC -0.61 -5.71*** -3.42*** -3.70*** -3.80*** -3.81***

PAN -3.07*** -3.86*** -3.96*** -2.93*** -3.23*** -2.78***

SVD -1.17 -4.80*** -4.74*** -2.69*** -6.25*** -5.97***

Note: Author’s calculations based on WDI and MoxLAD Database. Signifi-

cance level: *** 1%, ** al 5%, * 10%. t-stats, Dickey Fuller with no intercept.

Appendix C Graphs

Figure C.1: Posterior Distribution ci in the State Equation of propensities with Random Parameters
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Note: Author’s calculations based on WDI and MoxLAD Database. Number of Iterations 200,000; Burning Sample: 100,000;

Thinning: Every 100th value.
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Figure C.2: Draws after burning sample of ci in the State Equation of propensities with Random Parameters
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Note: Author’s calculations based on WDI and MoxLAD Database. Number of Iterations 200,000; Burning Sample: 100,000;

Thinning: Every 100th value.

Figure C.3: Posterior Distribution of φi1,1 in the State Equation with AR(1)
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Note: Author’s calculations based on WDI and MoxLAD Database. Number of Iterations 110,000; Burning Sample: 100,000.
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Figure C.4: Draws after burning sample of φi1,1 in the State Equation with AR(1)
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Note: Author’s calculations based on WDI and MoxLAD Database. Number of Iterations 110,000; Burning Sample: 100,000.

Figure C.5: Posterior Distribution of φi1,1 in the State Equation with AR(2)

0

50

100

0

50

100

0 .5 1 1.5 0 .5 1 1.5 0 .5 1 1.5

CR GTM HON

NIC PAN SVD

F
re

qu
en

cy

Export Equation

0

50

100

0

50

100

0 .5 1 1.5 2 0 .5 1 1.5 2 0 .5 1 1.5 2

CR GTM HON

NIC PAN SVD

F
re

qu
en

cy

Import Equation

Note: Author’s calculations based on WDI and MoxLAD Database. Number of Iterations 110,000; Burning Sample: 100,000.
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Figure C.6: Draws after burning sample of φi1,1 in the State Equation with AR(2)
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Note: Author’s calculations based on WDI and MoxLAD Database. Number of Iterations 110,000; Burning Sample: 100,000.

Figure C.7: Posterior Distribution of φi1,2 in the State Equation with AR(2)
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Note: Author’s calculations based on WDI and MoxLAD Database. Number of Iterations 110,000; Burning Sample: 100,000.
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Figure C.8: Draws after burning sample of φi1,2 in the State Equation with AR(2)
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Note: Author’s calculations based on WDI and MoxLAD Database. Number of Iterations 110,000; Burning Sample: 100,000.
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